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1. Introduction

The field of nonlinear dynamics has attracted much attention during the past century since the seminal work of Poincaré [1] who studied the stability of planetary motions in the framework of classical Newtonian mechanics. Already at the end of the 19th century he noticed that small perturbations of integrable Hamiltonian systems may lead to unpredictable long-time behavior due to ‘small divisor’ resonant terms showing up in a perturbation series approach. The work of Poincaré marked the beginning of a period during which the perception began to prevail that irregular behavior in conservative systems is the rule rather than the exception. This period culminated in the works of Kolmogorov [2], Arnold [3] and Moser [4] who came up with the celebrated KAM theorem. For the case that the integrable, and therefore regular motion, occurs on a 2-torus where the frequencies are sufficiently incommensurable, the theorem basically says that the torus will persist under small perturbations. In the case that the frequencies are commensurable, small perturbations will cause the torus to decompose into smaller tori which again may be stable according to the KAM theorem. However, the motion in phase space between the tori is completely irregular and for sufficiently large perturbations all tori and therefore all regular behavior is destroyed.

Unlike conservative systems, where the total energy is a constant of motion, many real world systems belong to the class of so-called dissipative systems since they permanently dissipate energy into heat, for example, or rely on a steady exchange of energy and/or matter with the environment in order to operate properly. It has been a mystery for a long time how living organisms circumvent the second law of thermodynamics. Now we know that they represent open systems that continuously maintain a certain distance to thermodynamical equilibrium and thus, the second law is not applicable to them in the usual sense.

The distance to equilibrium can usually be controlled by parameters or boundary conditions modeling the environmental surrounding of the system under investigation. In particular, it is possible to bar an open system from reaching the thermodynamical equilibrium. Close to the equilibrium, the dynamics of the system follows linear relations among generalized fluxes and forces that cause the system to approach a unique stable nonequilibrium state. The states, close to the equilibrium, form the so-called thermodynamical branch (cf. Fig. 1.1) since it emanates continuously from the state of thermodynamical equilibrium. However, Nicolis and Prigogine [5] showed that when open systems are driven farther away from thermodynamical equilibrium, nonlinear processes may destabilize the thermodynamical branch giving rise to new stable nonequilibrium states which they termed dissipative structures. They further showed that for such structures to occur, a certain critical distance to equilibrium must be exceeded.
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![Diagram showing stationary state, dissipative structures, thermodynamical branch, equilibrium, critical distance, and distance to equilibrium]

Figure 1.1.: Dissipative structures emerge far away from thermodynamical equilibrium as a critical parameter value is exceeded. Beyond that point the thermodynamical branch is unstable and nonlinear phenomena drive the system towards new stable nonequilibrium states. (stable states ↔ solid lines, unstable states ↔ dashed lines)

Today we know that the nonlinear behavior of a system is a further necessary condition for the occurrence of dissipative structures. The mathematical language in which nonlinear phenomena are frequently formulated is that of dynamical systems theory, i.e. one has to specify a suitable phase space \( X \) together with an evolution law for the state of the system. In the case that the evolution law is deterministic, the state of the system at time \( t \) is completely determined by a one-parameter group of transformations \( \varphi_t : X \rightarrow X \) according to \( x_t = \varphi_t x_0 \) once the initial state \( x_0 \in X \) of the system is known. In general, one distinguishes two kinds of dynamical systems - continuous-time systems with \( t \in \mathbb{R} \) being a continuously varying parameter and discrete-time systems where \( t \in \mathbb{Z} \) is an integer. In the continuous-time case, the one-parameter group of transformations is also called a flow which is typically obtained as a solution of an initial value problem of a system of ordinary or partial differential equations depending on whether the system under consideration is spatially homogeneous or not.

Dissipative structures are frequently observed as a result of self-organizing processes in space or time where the individual entities of an ensemble spontaneously begin to act in a cooperative manner as soon as a relevant parameter of the system exceeds a
certain critical value. As a result, new properties of the system as a whole emerge which were not yet seen in the individual entities. These new system-theoretical aspects were combined by Haken [6] with the methods of nonlinear dynamics to establish a new field of research called Synergetics. Here the new emergent macroscopic features of a complex system, consisting of many subunits each of which follows a certain microscopic dynamics, are described close to the transition from individual to collective behavior by only very few degrees of freedom, so-called order parameters. As an example for temporal self-organization, consider an optical resonator containing an active medium whose atoms are excited by an external energy supply. Below a certain energy pump-rate, all atoms emit light just randomly resulting in a low power output of the system. However, above a certain threshold, the atoms start to synchronize their oscillation phases and the power output is high – the system works as a laser.

A distinct feature of dissipative systems, as compared to conservative ones, is that in the former bounded regions in phase space may shrink during the temporal evolution in which case all trajectories starting in that region are attracted by lower dimensional phase space objects such as points, curves or tori which would result in a regular motion of the system. In addition, it was found that the long-time dynamics of a dissipative system may occur on quite complicated sets in phase space. These sets can be of fractal nature which is the reason why they were called strange attractors. The behavior of trajectories on such an attractor is highly irregular or chaotic. For example, trajectories whose initial conditions on a chaotic attractor vary only slightly will diverge exponentially fast from each other in the course of the temporal evolution and thus, may lead after finite time to completely different behavior. As a consequence, it is practically impossible to forecast the long-time behavior of real world chaotic system since its initial conditions are only known with finite accuracy.

One of the first numerical evidences for the existence of a chaotic attractor was reported by Lorenz [7] in 1963 who studied a nonlinear three variable system of ordinary differential equations that was derived from a 2-dimensional convective fluid system by a Galerkin projection of suitable Fourier modes. In the same year, Smale [8] constructed his famous horseshoe map which is a simple 2-dimensional map that expands small phase space volumes in one direction while it contracts them in the orthogonal direction. Such maps may be induced by the flow of a continuous-time dynamical system on a suitable Poincaré section where they can occur in conjunction with a homoclinic orbit of the Poincaré map [9]. The horseshoe map has a very complicated invariant set exhibiting the structure of a direct product between two Cantor sets. If the dynamics is only considered on the invariant Cantor set, one finds the essential properties of chaotic behavior such as the ‘sensitive dependence on the initial conditions’ mentioned above. In addition, the invariant set of the horseshoe map contains a countable infinity of periodic points which are all of saddle-type, a countable infinity of homoclinic and heteroclinic orbits and a noncountable infinity of nonperiodic points. Thus, the typical (i.e. for almost all initial conditions) behavior of trajectories on the invariant set is highly irregular.

Although the invariant Cantor set of the horseshoe map is not an attractor, the map has an important property which is the reason why it is still considered as the prototypical example of a chaotic system: that is its structural stability. This means
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that if the horseshoe map is slightly perturbed, the invariant Cantor set as well as the properties of the dynamics on this set will persist. In this sense, the notion of structural stability can be used to define the phenomena of a system that are observable in numerical or real experiments which are always subject to small perturbations. Thus, a natural question to ask is: What is the ‘typical’ behavior of trajectories in a given dynamical system and how does it change as parameters in the system are varied? In this context, ‘typical’ means that the corresponding behavior is observed for a large set of initial conditions and/or parameter values. For example, a system could have a chaotic attractor for parameter values that form a set of Lebesque measure zero in parameter space which, therefore, would not be observable in experiments. On the other hand, it is often the regular periodic behavior of a system which is of much more practical relevance than to know that a system has an invisible chaotic attractor.

Of particular interest are complex oscillatory states such as mixed-mode or bursting oscillations which are frequently observed in chemical and biological systems where they are of potential relevance for signal transduction processes. These periodic states exhibit a special waveform which can be described as a repeating pattern of $L$ large amplitude oscillations that are followed by $S$ small ones. Due to this property, mixed-mode or bursting states are labeled by the nomenclature $L^S$. Mixed-mode oscillations (MMOs) were first observed in chemical reaction systems such as the Belousov-Zhabotinsky (BZ) [10, 11, 12] and the peroxidase-oxidase (PO) reaction system [13, 14, 15], while bursting dynamics was predominantly reported for biological processes such as nerve signal conduction [16, 17], signal transduction dynamics in the cell involving calcium ions as second messengers [18, 19] and the secretion of insulin by pancreatic $\beta$-cells [20, 21, 22]. Thus, the distinction between mixed-mode and bursting oscillations is somewhat arbitrary and seems to reflect the context in which they were found experimentally.

Bursting behavior can be alternatively classified by a slow-fast analysis following Rinzel and Ermentrout [23]. Systems exhibiting bursting oscillations typically involve a fast oscillatory subsystem which is coupled to a slowly evolving variable which acts as a quasi-static bifurcation parameter for the fast subsystem. Accordingly, one can classify the bursting behavior by the type of bifurcations occurring in the fast subsystem, that lead to the emergence and disappearance of the bursting state [24]. MMOs are frequently encountered in the transition region from simple periodic or quasi-periodic to chaotic behavior where they either appear in periodic-chaotic or as (incomplete) Farey sequences (cf. Table 1.1). The latter often arise from phase-locked states on an invariant 2-torus as, for example, in the BZ [11, 25, 26] and in the PO system [14, 15, 27]. However, Hauser and Olsen [13] found MMOs in the PO system which were associated with a saddle-focus homoclinic orbit instead of a 2-torus. Similarly, Koper [28] observed MMOs in a three-variable extension of the Boissonade-DeKepper model [29] which emerge from a neutrally twisted homoclinic orbit in a codimension two bifurcation.

Another possible scenario was put forward by Ringland et. al. [30] who showed that a one-parameter family of two-extremum maps may (in a certain limit) equally account for the ordering of MMOs into Farey sequences without the necessity of involving a 2-torus. Goryachev et. al. [31] found a concrete realization of this map in terms of a Poincaré map associated with the 3-dimensional flow of another three-variable exten-
<table>
<thead>
<tr>
<th>$F_n$</th>
<th>Elements in $F_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>${0, \frac{1}{1}}$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>${0, \frac{1}{2}, \frac{1}{1}}$</td>
</tr>
<tr>
<td>$F_3$</td>
<td>${0, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{1}{1}}$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>${0, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{2}{5}, \frac{3}{4}, \frac{1}{1}}$</td>
</tr>
</tbody>
</table>

Table 1.1.: The general Farey sequence $F_n$ is defined for any positive integer number $n$. It contains the set of irreducible rational numbers $a/b$ with $0 \leq a \leq b \leq n$ arranged in increasing order. Each three successive terms in a Farey sequence obey Farey arithmetic, i.e. the middle term in the sequence $p/q, p'/q', p''/q''$ is the ‘sum’ of the neighbors according to $\frac{p'}{q'} = \frac{p}{q} \oplus \frac{p''}{q''} = \frac{p+p''}{q+q''}$.

In the present thesis, we investigate the bursting oscillations in the hemin – hydrogen peroxide – sulfite system (hemin system) [32, 33, 34] which represents a so-called pH oscillator (Fig. 1.2) since it induces periodic changes in the proton concentration of the reaction medium. Thus, the production and consumption of H$^+$ ions are essential steps in the reaction mechanism of a pH oscillator. A large family of pH oscillators is based on the autocatalytic oxidation of HSO$_3^-$ by H$_2$O$_2$ [35] while they differ in the H$^+$-consuming species that provides for a negative feedback to allow for an oscillatory dynamics [35, 36, 37, 38, 39]. One of the main motivations to study pH oscillators is their potential relevance for biological systems since changes in the pH value affect many physiological parameters in the environment of the system, e.g. in the permeability of membranes or the activity of enzymes.

So far, most of the known pH oscillators involve only inorganic substances which clearly limits their biological relevance. Therefore, Hauser et. al. [32] developed a new pH oscillator based on the well-known pH-dependent oxidation of HSO$_3^-$ by H$_2$O$_2$ [35] which involves hemin as an enzyme model compound that provides for the required negative feedback step in order to generate oscillatory dynamics. Since hemin is considered as a biocompatible mimick of heme-containing enzymes [40, 41, 42], the hemin reaction system represents a first step towards a biologically more realistic pH oscillator.

The dynamical properties observed in the family of pH oscillators is very rich. Experimental and numerical investigations revealed a period doubling route to chaos [36, 37] as well as complex oscillatory patterns such as bursting oscillations [43, 44]. However, a detailed bifurcation analysis revealing the nature of the complex oscillatory patterns in pH oscillator systems has, to our knowledge, not yet been performed. Therefore, we devote one part of the present thesis to a detailed study of bursting oscillations in the
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![Graph showing pH over time](image)

Figure 1.2.: Time series obtained from a numerical simulation of the bursting pH oscillations in the hemin system (left image): 4 large amplitude oscillations alternate with 19 small ones. The rectangular region is magnified in the right image showing the small amplitude oscillations.

The hemin system where we are particularly interested in the bifurcations involved in the transition from simple periodic to bursting oscillations as well as in the elucidation of the underlying bursting mechanism. A thorough understanding of the nonlinear behavior exhibited by simple reaction schemes, such as that of the hemin system, which only consists of reactions involving the enzyme species hemin and its substrates, may essentially facilitate the comprehension of the dynamics in more complex reaction networks.

A second major issue, that will be addressed in the course of the thesis, is how complex reaction networks, such as those describing metabolism [45, 46], atmospheric chemistry [47, 48], and combustion reactions [49, 50], can be simplified while keeping their essential dynamical properties. For example, the realistic modeling of large scale systems, such as a detailed description of combustion reactions [50] or the Belousov-Zhabotinsky reaction [51], usually requires the integration of large systems of ordinary differential equations (ODE systems). Moreover, one is usually interested in the system’s behavior as one or more externally tunable parameters are continuously varied. Thus, it is highly desirable from a practical point of view to be able to identify the essential dynamical degrees of freedom in a given reaction network in order to obtain reduced systems which are much easier to investigate, but still show the relevant dynamics of the original system.

A reduction of complex reaction mechanisms may also be useful for other, more theoretical reasons: For example, one would like to know those reaction steps and chemical species in a given mechanism that are necessary to generate a certain type of dynamics. This information could then be used to design dynamical systems with desired properties. While a general answer to this problem is still missing, there are promising results about bistable [52], oscillatory [53, 54] and a certain class of chaotic systems [55]. The main tools of investigation in this field are stoichiometric network analysis [56] and...
sensitivity analysis [57]. Both theoretical approaches have been successfully combined with principal component analysis to identify essential reaction steps in diverse systems such as the metabolism of red blood cells [58] and the well-known Belousov-Zhabotinsky reaction [59].

There are basically two reasons why chemical reaction networks often show redundancies, which can be used for an effective model reduction: First, chemical reactions occur in fixed stoichiometries. This results in mass conservation relations for certain atoms and thus, not all chemical species in a given network act as independent degrees of freedom. Second and more importantly, chemical reactions naturally evolve on different time scales. Accordingly, their temporal evolution can be decomposed into a fast transient relaxation to lower dimensional invariant slow manifolds and a subsequent evolution on the union of these manifolds, which often still captures the interesting type of dynamics on experimentally accessible time scales. The mathematical description of such reaction networks leads to singularly perturbed systems for which a well developed theory [60, 61] exists. As a result, one obtains a lower dimensional approximation on the slow manifold of the original system.

In the course of the years, several methods exploiting singular perturbation techniques have been proposed to simplify complex chemical reaction networks such as lumping schemes [62] or the approximation of the invariant manifold based on a functional equation [63]. However, before these techniques may successfully be applied, one still needs to identify the different time scales in the system which is often the hardest task. The presence of different time scales is usually indicated by small dimensionless parameters in front of time derivatives of some of the phase space variables which indicates that these variables vary significantly only on very short time scales and thereafter follow instantaneously (algebraically) the dynamics of the slow degrees of freedom.

The conventional strategy to search for small parameters in a system is to introduce new dimensionless variables such that some combination of intrinsic parameters becomes sufficiently small and subsequently may be used as a singular perturbation parameter. Clearly, this procedure becomes a formidable task in more complex reaction networks and other methods are required; as for example the method of computational singular perturbation proposed by Lam [64]. Furthermore, the rescaling procedure is not free of ambiguity in choosing the 'right' scales [65] and if the rescaled variables are not bounded from above and below, then the rescaled kinetic parameters do not provide any indication, whether the corresponding reaction step is slow or fast. Thus, one is often guided by chemical intuition or experimental expertise to group the individual reactions according to slow and fast steps. Once the different time scales of a system are known, it is more or less straightforward to apply singular perturbation techniques in order to reduce the dimensionality of the original system.

In view of the above mentioned problems to identify the relevant time scales in a system, we shall introduce a new method that allows to systematically find slow manifolds in a certain class of reaction networks (including those following a mass-action kinetics) which neither relies on a priori knowledge about the time scales nor requires a sophisticated rescaling procedure to identify small parameters in a system. Instead, we directly use the solution curves from a numerical integration routine to check whether
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certain nonlinear functions of the phase space variables, which we call quasi-integrals, are approximately constant along the numerically obtained solution curves. Quasi-integrals define nonlinear algebraic constraints among some of the phase space variables and thus, may be used to eliminate dynamical degrees of freedom in the reaction network; for example, by a quasi-steady-state approximation (QSSA) [66, 67]. In this sense, the method of quasi-integrals may serve as a supplement to existing methods which rely on a priori knowledge of time scales.

In the next Section, we introduce the hemin system in some detail since it represents the main object of study in this thesis. Afterwards, we give a detailed outline of the thesis and thereby conclude the introduction.

1.1. The hemin – hydrogen peroxide – sulfite system

The hemin – hydrogen peroxide – sulfite system belongs to a family of pH oscillators which are based on the pH-dependent oxidation of HSO$_3^-$ by H$_2$O$_2$ since this reaction produces H$^+$ ions in an autocatalytic fashion [35, 36, 37, 38, 39]. In order to prevent the unbounded production of protons, H$^+$-consuming reactions are required, which play the role of a negative feedback step and thus, open the possibility for an oscillatory dynamics of the pH value in the reaction medium. In earlier studies of pH oscillators, inorganic compounds such as hexacyanoferrate [36, 35], thiosulfate [43], sulfide [68], or hydrogen carbonate [37] have been used to accomplish the negative feedback. However, due to the use of purely inorganic substances, the corresponding pH oscillator systems are not necessarily physiologically compatible. To this purpose, Hauser et. al. [32] developed a pH oscillator where hemin provides for the H$^+$-consuming reaction steps and thus, represents a first step towards a biologically more realistic pH oscillator.

The hemin system was studied experimentally under open conditions in a continuous-flow stirred tank reactor to which the necessary reactants are continuously supplied at a certain rate $k_0$ and from which all products are continuously removed at the same rate. Thus, there is a constant matter flow through the system keeping it away from thermodynamical equilibrium.

With increasing flow rate $k_0$, the following sequence of nonequilibrium states was observed: acidic (pH$\sim 6.5$) stationary state $\rightarrow$ relaxational oscillations $\rightarrow$ bursting oscillations $\rightarrow$ alkaline (pH$\sim 7.6$) stationary state. The bursting oscillations consist of one large amplitude oscillation and a certain number of small amplitude oscillations per period.

A first reaction mechanism was proposed in [32, 33] based on the well established oxidation of HSO$_3^-$ by H$_2$O$_2$ which involves the autocatalytic reaction step. In addition, two pH-dependent equilibria between different forms of hemin were considered as sources for the negative feedback step. However, we showed in a recent publication [34] that one of these two equilibria, the pH-dependent dimerisation of hemin, provides only a minor contribution to the onset of oscillations and may therefore be neglected, since we are aiming at a minimal reaction mechanism which only contains the essential reaction steps in order to reproduce the observed dynamics.
1.1. The hemin - hydrogen peroxide - sulfite system

Instead, it became necessary to take the degradation of hemin by H$_2$O$_2$ into account which is known to occur at high H$_2$O$_2$ concentrations exceeding $8 \times 10^{-3}$mol l$^{-1}$ [69]. In this degradation process, the porphyrin ring of hemin is oxidatively cleaved by a yet unknown agent. This reaction was found to be of first order with respect to hemin [70]. Due to the uncertainty concerning the oxidising agent and in order to keep the mechanistic model as simple as possible, we proposed the following reaction scheme for the hemin system [34]

\[
SO_3^{2-} + H^+ \overset{k_5,k_4}{\rightleftharpoons} HSO_3^- \\
H_2O_2 + SO_3^{2-} \overset{k_1}{\rightarrow} SO_4^{2-} + H_2O \\
H_2O_2 + HSO_3^- \overset{k_2}{\rightarrow} SO_4^{2-} + H^+ + H_2O \\
H_2O_2 + HSO_3^- + H^+ \overset{k_3}{\rightarrow} SO_4^{2-} + 2H^+ + H_2O \\
A^+ \overset{k_6,k_7}{\rightleftharpoons} A + H^+ \\
A \overset{k_8}{\rightarrow} \text{products}
\]  

where the degradation process is taken into account by an unspecific decomposition of hemin according to $A \overset{k_8}{\rightarrow} \text{products}$. The products are assumed not to take part in any further reaction of the system.

The first four reaction steps in (1.1) represent the well established oxidation of HSO$_3^-$ by H$_2$O$_2$ [35, 36, 37, 38]. The autocatalytic step is contained in the fourth reaction where H$^+$ produces 2H$^+$. The rate constants $k_1, \ldots, k_5$ were measured in dependence on the temperature in [38]. The fifth reaction step in (1.1) denotes the pH-dependent

![Hemin molecule](image)

Figure 1.3.: The hemin molecule consists of a central iron atom Fe$^{III}$ and a porphyrin ring which may either coordinate with two aquo ligands ($A^+$) or to one hydroxy and one aquo ligand ($A$).
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equilibrium between two forms of hemin whose porphyrin ring may either coordinate with two aquo ligands in which case it is denoted as A$^+$ or to one hydroxy and one aquo ligand abbreviated as A (Fig. 1.3). The corresponding rate constants $k_6, k_7$ have been measured in [71].

The only rate constant whose value has not been precisely determined yet is that of the hemin decay, i.e. $k_8$. Consequently, we shall regard it, in addition to the flow rate $k_0$, as a second variable parameter in our model.

In order to model the dynamical behavior of the reaction system (1.1) we assume the individual reaction steps to follow a mass-action kinetics, i.e. we assume that the frequency of collisions leading to a reaction between two chemical species is proportional to their concentration. This is a valid assumption if [65, 72] (i) the concentrations of the involved atoms/molecules are not too high such that a doubling of the initial concentration for one species results in a doubling of effective collisions leading to a chemical reaction, (ii) the reaction medium is homogeneous which is assured by stirring and (iii) the temperature is held constant during the experiment such that the parameters $k_i$ are truly constant (the experiments for the hemin system were carried out at 25°C).

We derived a 6-dimensional ODE system from the reaction mechanism (1.1) to model the bursting behavior of the hemin system [34]:

\[
\begin{align*}
\dot{x}_1 &= -k_1 x_1 x_2 + k_1 x_3 - k_5 x_1 x_4 + k_0 (x_1^0 - x_1) \\
\dot{x}_2 &= -k_1 x_1 x_3 - k_5 x_2 x_3 + k_0 (x_2^0 - x_2) \\
\dot{x}_3 &= -k_2 x_2 x_3 - k_3 x_3 x_4 - k_4 x_3 + k_5 x_4 - k_0 x_3 \\
\dot{x}_4 &= k_2 x_3 x_3 + k_3 x_4 x_4 - k_4 x_3 - k_5 x_1 x_4 + k_0 x_6 - k_7 x_4 x_5 + k_0 (x_4^0 - x_4) \\
\dot{x}_5 &= k_6 x_6 - k_7 x_4 x_5 - k_8 x_5 + k_0 (x_5^0 - x_5) \\
\dot{x}_6 &= -k_6 x_6 + k_7 x_4 x_5 - k_0 x_6
\end{align*}
\]  

(1.2)

where the pH value is given as the negative decadic logarithm of the proton concentration $H^+$ ($x_4$) and the ‘dot’ denotes derivatives with respect to time $t$. To simplify notation, we assigned the following abbreviations to the chemical species:

\[
\begin{align*}
x_1 &\leftrightarrow \text{SO}_3^2^- \\
x_2 &\leftrightarrow \text{H}_2\text{O}_2 \\
x_3 &\leftrightarrow \text{HSO}_3^- \\
x_4 &\leftrightarrow \text{H}^+ \\
x_5 &\leftrightarrow \text{A} \\
x_6 &\leftrightarrow \text{A}^+.
\end{align*}
\]  

(1.3)

The terms proportional to $k_0$ in (1.2) describe the matter flow through the continuous-flow stirred tank reactor to which the four species $\text{SO}_3^2^-(x_1^0)$, $\text{H}_2\text{O}_2(x_2^0)$, $\text{H}^+(x_4^0)$ and $\text{A}(x_5^0)$ are supplied at the variable rate $k_0$ while all six chemical species are removed from the reactor at the same rate. The numerical values of the rate constants $k_1, \ldots, k_8$ and the concentrations in the external reservoirs $x_i^0$ that were used in the numerical simulations, are compiled in Table B.1 of the Appendix B.2. According to the experimental
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situation, the flow rate $k_0$ is used as the principal bifurcation parameter ranging in the interval $k_0 \in [1 \cdot 10^{-4}s^{-1}, 4.5 \cdot 10^{-4}s^{-1}]$. 
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1.2. Outline of the thesis

The thesis consists of two main Parts and an Appendix. In the main Parts, we investigate two thematically distinct aspects of the dynamical properties of the hemin – hydrogen peroxide – sulfite system: In the first Part, the method of quasi-integrals is developed as a general procedure to identify the essential dynamical degrees of freedom in a given reaction network. In particular, this method will be used to derive a 3-dimensional ODE system as an approximation to the 6-dimensional hemin system (1.2). In the second Part, we exploit the slow-fast structure of the hemin system to analyze the origin of its bursting behavior by a suitable (slow-fast) bifurcation analysis. As a result, we identify the bursting mechanism of the hemin system as a subHopf/fold-cycle burster according to a classification scheme that has been introduced by Izhikevich [24] to classify the bursting behavior of neural systems. A systematic two-parameter bifurcation analysis reveals a transition in the bursting behavior of the hemin system from subHopf/fold-cycle to fold/subHopf type. In addition, the slow-fast analysis provides an explanation for the origin of quasi-periodic behavior in the hemin system, even though the underlying mechanism might be of more general importance.

Part I

Chapter 2 gives a short introduction into the theory of singularly perturbed systems. It begins with a simple motivating example using a singularly perturbed algebraic equation. Afterwards, we introduce the main ideas of the geometrical approach to singular perturbation theory for ODE systems due to Fenichel [60], since this theory serves as the mathematical basis for the method of quasi-integrals.

Chapter 3 introduces the concept of quasi-integrals and reveals its relation to the theory of singularly perturbed systems. First, we exemplarily show how to find quasi-integrals in the hemin system and further, how they can be used to reduce the number of dynamical degrees of freedom in that system. In particular, we derive a 3-dimensional approximation to the 6-dimensional ODE system (1.2). In a second step, we outline how the method of quasi-integrals can be extended to a large class of reaction networks. The results of this Chapter have been published in [73].

Chapter 4 compares the dynamical properties of the 6-dimensional hemin system (1.2) with those of its 3-dimensional approximation. To this purpose, local one- and two-parameter bifurcation diagrams are calculated which demonstrate that both systems are virtually identical.

Chapter 5 summarizes the results of the first Part and gives a short outlook.

Part II

Chapter 6 describes how the bursting oscillations arise in the 3-dimensional hemin system subsequent to a period doubling cascade and the formation of a chaotic attractor. We list some of the bursting states that were found by direct numerical
integration and discuss their bifurcation sequences in terms of Farey progressions. In addition, we introduce the total concentration of hemin species as a new variable since it evolves on a slower time scale than the remaining variables; an observation that will be essential when we analyze the bursting oscillations in Chapter 8.

Chapter 7 exemplifies the slow-fast analysis introduced by Rinzel and Ermentrout [23] with a cartoon of the slow-fast structure of the 3-dimensional hemin system. In particular, we demonstrate how a slow variable may act as a quasi-static bifurcation parameter for the remaining 2-dimensional fast subsystem. In addition, we mention a classification scheme for bursting mechanisms that has been introduced by Izhikevich [24] to classify the bursting behavior of neural systems.

Chapter 8 is devoted to a detailed study of the slow-fast structure of the hemin system. First, we show that at a fixed value of the flow rate $k_0$, the bursting oscillations are caused by a saddle-node bifurcation of periodic orbits in conjunction with a subcritical Hopf bifurcation, both of which occur in the fast subsystem for nearby values of the slow variable that was introduced in Chapter 6. By a systematic two-parameter continuation in the flow rate and the slow variable, we identify a transition in the bursting behavior from subHopf/fold-cycle to fold/subHopf type which can be attributed to a homoclinic bifurcation in the fast subsystem. Finally, we perform a slow-fast analysis of the hemin system in a parameter region where a 2-torus is stable. This analysis shows that the rather unusual phase flow on the torus is due to a coupling of an oscillator in the fast subsystem with the slow variable and thus, is a result of the slow-fast structure of the hemin system.

Chapter 9 summarizes and discusses the results of the second Part. The Appendix consists of three Chapters:

Chapter A provides the basic notions of dynamical systems theory and gives an introduction to bifurcation theory as far as it appears necessary to understand the ideas and arguments in the remainder of the thesis. Therefore, this Chapter should be used as a reference. In particular, Sections A.3 and A.4 should be consulted for details about local codimension one and two bifurcations, respectively, which will be frequently referred to throughout the work. Global (homoclinic) bifurcations are discussed in Section A.5.

Chapter B gives an introduction to numerical continuation procedures and strategies. Furthermore, it provides the parameter settings for the hemin and the peroxidase-oxidase system which are necessary to setup the numerical simulations.

Chapter C contains a second example for the application of the method of quasi-integrals developed in Chapter 3. The reaction mechanism of the peroxidase-oxidase reaction is investigated which exclusively contains irreversible reaction steps and therefore, poses a nontrivial application of the method of quasi-integrals. Nevertheless, we identify three possible quasi-integrals two of which lead to reduced systems that quantitatively agree quite well with the original 10-dimensional one.
Part I.

Quasi-Integrals and Slow Manifolds in Reaction Networks
2. Singular Perturbation Theory

The method of quasi-integrals is mainly inspired by the singular perturbation theory for ODE systems. Therefore, we give a brief outline of that theory in the present Chapter and thereby lay the mathematical foundation for the reduction method using quasi-integrals in Chapter 3.

In perturbation theory, one studies how small disturbances of a system affect its behavior which is assumed to be known under isolated conditions, i.e. without the disturbances. For concreteness, consider a perturbed system $S_\varepsilon$ which is, for example, described by algebraic, differential, or integral equations, or combinations thereof. Then a natural, though by no means necessary assumption (otherwise there was no singular perturbation theory), is that the solution $x_\varepsilon$ of the perturbed system is in some sense ‘close’ \(^{1}\) to the solution $x_0$ of the unperturbed problem $S_0$ provided the perturbation parameter $\varepsilon$ is sufficiently small. If this assumption holds over the entire domain of definition, the according perturbation problem is called regular and one can find a solution of the perturbed problem in terms of a (asymptotic) power series expansion in $\varepsilon$. However, it may happen that the unperturbed problem $S_0$ (i) has no solution or (ii) has a solution that is not uniformly valid in the domain of definition or (iii) has many solutions. In these cases, the perturbation problem $S_\varepsilon$ is called singular.

2.1. A motivating example

A hallmark of singularly perturbed systems is that they model processes which occur on at least two different scales such that a solution of the unperturbed problem is usually only valid at one of the two scales.

To illustrate this statement, consider the solutions of the algebraic equations

$$f(x, \varepsilon) \equiv x^2 - 2x + \varepsilon = 0, \quad 0 < \varepsilon \ll 1 \quad (2.1)$$

$$f(x, 0) = \lim_{\varepsilon \to 0} f(x, \varepsilon) = x^2 - 2x = 0$$

which are given by

$$x_{\varepsilon}^{1,2} = 1 \pm \sqrt{1 - \varepsilon} \quad (2.2)$$

$$x_0^{1,2} = \lim_{\varepsilon \to 0} x_{\varepsilon}^{1,2} = \{2, 0\}.$$

Obviously, the solutions $x_{\varepsilon}^{1,2}$ of the perturbed problem $f(x, \varepsilon) = 0$ continuously deform into the solutions $x_0^{1,2}$ of the unperturbed equation. In particular, the solutions $x_{\varepsilon}^{1,2}$ have

\(^{1}\)In order to compare two solutions, one can, for example, introduce an appropriate norm in the space where the system is defined.
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power series expansions near $\varepsilon = 0$ starting as

$$x_\varepsilon^1 = 2 - \frac{1}{2} \varepsilon - O(\varepsilon^2) \quad \text{and}$$

$$x_\varepsilon^2 = 0 + \frac{1}{2} \varepsilon + O(\varepsilon^2), \quad \text{(2.3)}$$

respectively, which shows that they are close to the unperturbed solutions $x_0^{1,2}$ for $\varepsilon$ sufficiently small. Thus, $\varepsilon$ is a regular perturbation parameter for $f(x, \varepsilon) = 0$.

In a next step we shift the position of the small parameter such that it occurs in front of the monomial of highest degree and consider the following (singular) perturbation problem (cf. Chapter 9 in [65]):

$$g(z, \varepsilon) = \varepsilon z^2 - 2z + 1 = 0 \quad \text{(2.5)}$$

whose solutions are now given by

$$z_\varepsilon^{1,2} = \frac{1}{\varepsilon}(1 \pm \sqrt{1 - \varepsilon}). \quad \text{(2.6)}$$

Up to the scale factor $1/\varepsilon$, these are the same solutions as in (2.2). However, the scale factor has a huge impact on the power series expansions since we now have:

$$z_\varepsilon^1 = \frac{2}{\varepsilon} - \frac{1}{2} - O(\varepsilon) \quad \text{and} \quad \text{(2.7)}$$

$$z_\varepsilon^2 = \frac{1}{2} + O(\varepsilon). \quad \text{(2.8)}$$

Hence, in the limit $\varepsilon \to 0$, $z_\varepsilon^1$ becomes unbounded while $z_\varepsilon^2$ remains finite.

If, on the other hand, one naively performs the limit $\varepsilon \to 0$ in (2.5), one obtains the first order equation $-2z + 1 = 0$ which has only one solution: $z_0 = 1/2$. Thus, from the unperturbed problem, one only gets the regular solution (2.8) of the perturbed problem:

$$\lim_{\varepsilon \to 0} z_\varepsilon^2 = 1/2 = z_0;$$

the singular solution (2.7) is missing.

The singular nature of the perturbation problem (2.5) may also be seen in a different way by exploiting the multi-scale structure of the system. To this purpose, we introduce a new variable according to

$$\xi := \varepsilon z, \quad 0 < \varepsilon \ll 1 \quad \text{(2.9)}$$

and look again at equation (2.5), but now on a smaller scale defined by (2.9). After performing the scale transformation (2.9) and multiplying the resulting equation by $\varepsilon$, (2.5) reads

$$\tilde{g}(\xi, \varepsilon) = \xi^2 - 2\xi + \varepsilon = 0, \quad \text{(2.10)}$$

i.e. on the small scale we again obtain a regular perturbation problem which, in this case, is identical with (2.1). Consequently, the solutions $\xi_\varepsilon^{1,2}$ of (2.10) can also be obtained in terms of power series expansions identical to those in (2.3) and (2.4). Finally, one gets the two solutions $z_\varepsilon^{1,2} = \frac{1}{\varepsilon} \xi_\varepsilon^{1,2}$ for the singularly perturbed system (2.5) which are, of course, identical with (2.7) and (2.8).
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We summarize:

1. The appearance of a small parameter in front of the highest order term in an algebraic equation such as (2.5) usually indicates the existence of (some) singular solutions. This aspect has a natural translation to differential equations where singular behavior is indicated by small parameters in front of the highest order derivative term.

2. Looking at equation (2.10), it seems as if the singularity was transformed away since in this equation, $\epsilon$ is a regular perturbation parameter. This is, however, not the case since it is now the scale transformation (eq 2.9) that becomes singular in the limit $\epsilon \to 0$.

3. Finally, we again wish to point out the multi-scale structure of (2.5) and (2.10). If we look at a small scale (using $\xi$ variables) the system (2.10) is well-behaved and has the two regular solutions $\xi_1^2$. If, on the other hand, the scale is increased by performing the limit $\epsilon \to 0$, only one of the solutions ($z_2^1$) remains regular while the other one ($z_1^1$) becomes singular.

In the next Section, we shall address the question under which conditions one may approximate a singularly perturbed problem by a regularly perturbed one for the case that the system is described by ordinary differential equations.

2.2. ODE systems with ‘small’ parameters

The geometrical singular perturbation theory for ordinary differential equations has been elaborated by Fenichel [60] in the 1970s. We shall present the main ideas of this approach as far as it is necessary to motivate the concept of quasi-integrals in Chapter 3.

In the following we consider $n$-dimensional ODE systems of the form

$$
\dot{x}(t) = f(x, y, \epsilon) \\
\epsilon \dot{y}(t) = g(x, y, \epsilon)
$$

(2.11)

where $\epsilon$ is again a positive, sufficiently small dimensionless parameter, $(x, y) \in U \subset \mathbb{R}^{n-m} \times \mathbb{R}^m$, and $f$ and $g$ are vector-valued functions of the form $f : U \to \mathbb{R}^{n-m}$ and $g : U \to \mathbb{R}^m$, respectively. The ‘dot’ denotes derivatives with respect to the (time) parameter $t$.

The occurrence of the small parameter $\epsilon$ in front of $\dot{y}$ in (2.11) indicates that these quantities vary significantly only on the fast time scale $t/\epsilon$ and thereafter instantaneously follow the slow dynamical degrees of freedom played by the $x$ variables. Technically, this can be seen by taking the limit $\epsilon \to 0$ in which case the ODE system (2.11) reduces to the differential-algebraic system

$$
\dot{x}(t) = f(x, y, 0) \\
0 = g(x, y, 0).
$$

(2.12)
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Similar to the case of the algebraic equation (2.5) in the previous Section where the limiting process led to a reduction in the order of the original equation, the same limiting procedure now leads to a reduction of the dynamical degrees of freedom from \( n \) in (2.11) to \( n - m \) in (2.12) where the \( y \)-components of the solution curve \((x(t), y(t))\) are implicitly determined by the algebraic equation \( g(x, y, 0) = 0 \) once the solution \( x(t) \) is known.

Again, the singular behavior of the \( y \)-components of the solution curve \((x(t), y(t))\) on long time scales (comparable with \( t \)) can be remedied by studying the ODE system (2.11) on a faster time scale \( \tau \) which is introduced as

\[
\tau = \frac{t}{\varepsilon}. \tag{2.13}
\]

On the time scale \( \tau \), the ODE system (2.11) reads:

\[
x'(\tau) = \varepsilon f(x, y, \varepsilon) \tag{2.14}
\]
\[
y'(\tau) = g(x, y, \varepsilon)
\]

for which \( \varepsilon \) is now a regular perturbation parameter since it does not appear anymore in front of derivatives with respect to \( \tau \) (which are abbreviated with a ‘prime’). In the limit \( \varepsilon \to 0 \), the ODE system (2.14) reduces to the so-called fast subsystem

\[
x'(\tau) = 0 \tag{2.15}
\]
\[
y'(\tau) = g(x, y, 0).
\]

Thus, on the fast time scale \( \tau \) only the \( y \)-components follow a dynamical evolution while the \( x \)-components are treated as constants since their derivative with respect to \( \tau \) is zero. As long as \( \varepsilon \neq 0 \), the two systems (2.11) and (2.14) are completely equivalent. In the limit \( \varepsilon \to 0 \), however, this equivalence is lost since the scale transformation (2.13) becomes singular.

It is now the aim of singular perturbation theory to investigate under which conditions the solutions of the reduced system (2.12) represent a good approximation to the solutions of the original (singular perturbation) problem (2.11).

The result is the following: Assume that the algebraic equation \( g(x, y, 0) = 0 \) in (2.12) defines a smooth manifold \( y = \hat{y}(x) \) which is normally attracting in the sense that the Jacobian matrix \( D_y g(x, y) \big|_{y=\hat{y}(x)} \) of the linearized fast subsystem along \( y = \hat{y}(x) \)

\[
(\delta y)' = D_y g(x, y) \big|_{y=\hat{y}(x)} \delta y \tag{2.16}
\]

has only negative eigenvalues for \( x \) belonging to a compact region in \( \mathbb{R}^{n-m} \), then there exists a slow invariant manifold \( \psi(x, \varepsilon) = \hat{y}(x) + O(\varepsilon) \) that can be used to approximate the dynamics of the \( n \)-dimensional ODE system (2.11) for sufficiently small \( \varepsilon \) by the \( n - m \)-dimensional ODE system

\[
\dot{x} = f(x, \psi(x, \varepsilon), \varepsilon) \tag{2.17}
\]

which is now a regular perturbation problem in \( \varepsilon \).
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Of great practical relevance is the limit $\varepsilon \to 0$ corresponding to the quasi-steady-state approximation (QSSA)

$$\dot{x} = f(x, \tilde{y}(x), 0)$$

(2.18)

where the slow manifold $\psi(x, \varepsilon)$ is approximated by the quasi-stationary manifold $\tilde{y}(x)$. Notice that in practical applications $\varepsilon$ is usually given in terms of intrinsic system parameters and therefore cannot be made arbitrarily small. Nevertheless it is often sufficient to approximate the slow manifold of a system by the quasi-stationary manifold in order to obtain a reasonable description of the dynamics of the $n$-dimensional system even in the case that $\varepsilon$ is different from zero.

We wish to stress again that the manifold $y = \tilde{y}(x)$ is entirely composed of stationary points of the fast subsystem (2.15) which parametrically depend on the slow variables $x \in \mathbb{R}^{n-m}$. In particular, the approximation (2.18) is only valid in those compact regions of $\mathbb{R}^{n-m}$ where the quasi-stationary manifold $y = \tilde{y}(x)$ is attracting which may limit the range of allowed initial conditions for the $x$ variables.

The property that the slow manifold $\psi(x, \varepsilon)$ is invariant under the flow of the ODE system (2.11) is expressed by the equation:

$$\dot{\psi}(x, \varepsilon) x = \psi_x(x, \varepsilon)\dot{x} = 0,$$

(2.19)

where $\psi_x(x, \varepsilon)$ denotes partial differentiation with respect to $x \in \mathbb{R}^{n-m}$. Accordingly, the slow manifold can be obtained as a solution of the partial differential equation

$$\psi_x(x, \varepsilon) f(x, \psi(x, \varepsilon)) = \frac{1}{\varepsilon} g(x, \psi(x, \varepsilon), \varepsilon)$$

(2.20)

where we set $y = \psi(x, \varepsilon)$ and used (2.11) to replace the time derivatives $\dot{x}$ and $\dot{\psi}$ in (2.19) with the corresponding vector-valued functions $f$ and $g$, respectively. In general, it will be impossible to find explicit solutions of the nonlinear partial differential equation (2.20). However, in many cases one may find an approximation to the slow manifold in terms of a power series expansion in the small parameter $\varepsilon$

$$\psi(x, \varepsilon) = \tilde{y}(x) + \varepsilon \psi_1(x) + O(\varepsilon^2)$$

(2.21)

where the quasi-stationary manifold $\tilde{y}(x)$ reappears as the zeroth order term.

Finally, we mention that the approximation (2.18) has two desirable features which is the reason for the great practical importance of the QSSA: First, it is valid on the slow time scale $t$, i.e. it describes the long-time behavior of the system which is also accessible to experimental investigations. Second, the fast dynamical degrees of freedom are eliminated and thus, one is left with a problem of reduced (numerical) complexity.
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The individual reaction steps in (bio-)chemical reaction networks often evolve on different time scales. The mathematical description of such networks naturally leads to singularly perturbed ODE systems. However, in large systems it is practically impossible to identify the small perturbation parameters in the system without any prior knowledge of the order of magnitude of the individual reaction steps. Therefore, we shall develop a method which does not require any a priori knowledge, but instead makes direct use of the solution curves which are obtained by numerical integration routines. The results of this Chapter and Appendix C are published in [73].

3.1. Quasi-integrals in the hemin system

In the following, we shall exemplify the method of quasi-integrals with the hemin system introduced in Section 1.1. In the first step, the ODE system (1.2) is rewritten in compact vector notation

$$\dot{x} = C \cdot R(x, k) + k_0(x^0 - x)$$

where we introduced the matrix of stoichiometric coefficients $C$ (without the in- and outflow terms proportional to $k_0$) and the vector of reaction rates $R$ as:

$$C = \begin{pmatrix}
-1 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
-1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & -1 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 & 0
\end{pmatrix} \quad \text{and} \quad R = \begin{pmatrix}
k_1 x_1 x_2 \\
k_2 x_2 x_3 \\
k_3 x_2 x_3 x_4 \\
k_4 x_3 \\
k_5 x_1 x_4 \\
k_6 x_6 \\
k_7 x_4 x_5 \\
k_8 x_5
\end{pmatrix}. \quad (3.1)$$

Accordingly, the reaction mechanism of the hemin system comprises 6 chemical species and 8 elementary reaction steps. The latter are arranged into the components of the reaction rate vector $R$.

In the second step, we use the theory of singularly perturbed systems as it has been introduced in Section 2.2 to motivate the concept of quasi-integrals. To this purpose, let us pretend for a moment that there were two time scales in the hemin system (1.2) so that it can be transformed into the standard form of a singularly perturbed system (2.11) by identifying a suitable combination of intrinsic system parameter which can play the role of an epsilon in (2.11). Let us further assume that the small parameter
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Epsilon appears in the first rate equation of (1.2) which therefore admits a form similar to the second equation in (2.11):

\[ \varepsilon \dot{x}_1 = -k_1 x_1 x_2 + k_4 x_3 + \varepsilon \left( -k_5 x_1 x_4 + k_0 (x_1^0 - x_1) \right) \]

\[ \varepsilon \dot{y} = g_0(x_1, x_2, x_3) + \varepsilon \tilde{g}(x_1, x_4) \]

(3.2)

where we identified \( x_1 \) with the fast variable \( y \) and \( (x_2, \ldots, x_6) \) with the slow variable \( x \) in (2.11). The motivation for this particular choice of the function \( g(x, y, \varepsilon) \) comes from the fact that if we were allowed to perform the limit \( \varepsilon \to 0 \) in (3.2), we would have found a quasi-stationary manifold given by the algebraic equation

\[ g_0(x_1, x_2, x_3) = 0 = -k_1 x_1 x_2 + k_4 x_3 \]

(3.3)

provided it is normally attracting in the sense of Section 2.2.

The crucial point is now the following: Instead of explicitly searching for a small parameter in the ODE system (1.2), which would facilitate the transformation (3.2), we simply test whether the ratio

\[ I_{14} = \frac{k_1 x_1 x_2}{k_4 x_3} \equiv \frac{R_1}{R_4} \sim 1 \]

(3.4)

approaches the constant (or at least nealy constant) value 1 along the numerically obtained solution curves \( x_i(t) \) in which case (3.3) is simultaneously fulfilled. Since \( I_{14} \) is a nonlinear function of the phase space variables, whose time derivative \( \dot{I}_{14} \sim 0 \) is nearly zero along the solution curves, we call it a \emph{quasi-integral}. Note that if the time derivative was exactly zero, \( I_{14} \) would be an exact integral for the nonlinear flow of the ODE system (1.2).

By reversing the order of the above argument, it is clear that each quasi-integral of the form (3.4) defines a quasi-stationary manifold (3.3) in the sense of Section 2.2 which, in turn, can be used to reduce the number of dynamical degrees of freedom in the originally 6-dimensional ODE system (1.2). On the other hand, since the partition of \( g \) into \( g_0 \) and \( \tilde{g} \) in (3.2) was arbitrary, it is also clear how to proceed in order to search for other quasi-integrals. For example, in a next step one could test whether the condition

\[ I_{45} = \frac{k_4 x_3}{k_5 x_1 x_4} = \frac{R_4}{R_5} \sim 1 \]

(3.5)

is fulfilled in which case the quasi-stationary manifold would be given by

\[ g_0(x_1, x_3, x_4) = k_4 x_3 - k_5 x_1 x_4 = 0 = R_4 - R_5. \]

(3.6)

By continuing along this line of argument, one can systematically test all distinct combinations of the form (3.4) and (3.5) for being approximately constant. To this
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Figure 3.1.: Different ratios of components of the reaction rate vector $R$ are shown: While $I_{45} = R_4/R_5$ approaches a constant value and therefore defines a quasi-stationary manifold, $I_{14} = R_1/R_4$ remains a heavily oscillating function bounded away from 1 and thus, does not fulfill the condition for a quasi-integral.

purpose, one has to consider only those reaction rates $R_i$ in a given rate equation which appear with an opposite sign, since these are the only ones that can potentially balance each other. If this procedure is carried out for all six rate equations in (1.2), one has found all possible quasi-stationary manifolds which can be represented as ratios of certain components of the reaction rate vector $R$.

In the hemin system, we find precisely one quasi-integral (eq. 3.5). It is shown in Fig. 3.1 together with $I_{14}$ which represents a counter example. Note that $I_{45}$ always remains in the neighborhood of the constant value 1 except for short time intervals where spiking outliers occur (Fig. 3.1a). To the contrary, $I_{14}$ remains a heavily oscillating function on the scale $10^{-5}$ which is far away from the constant value 1 (Fig. 3.1b). Thus, $I_{45}$ defines a quasi-stationary manifold while $I_{14}$ does not.

We conclude with some general remarks concerning the method of quasi-integrals. First of all, the method is applicable without any prior knowledge about the different time scales which might be present in a given reaction network. This property makes it particularly suitable for a straightforward reduction of high dimensional systems. On the other hand, we have not yet specified what we mean when we require that a quasi-integral is *approximately* constant, since the distinction between different ratios such as $I_{14}$ and $I_{45}$ might not be as clear cut as in Fig. 3.1. However, even in those cases, the method is applicable if one uses ratios that are approximately constant for a formal reduction of the original ODE system and subsequently compares it with the reduced version, for example, based on a local bifurcation diagram. This is, in fact, the strategy that we shall follow in Section 4.1 and in the Appendix C where the method of quasi-integrals
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is applied to the 10-dimensional PO system.

3.2. Using quasi-integrals for model reduction

Having identified the quasi-integral (3.5), which possibly defines a quasi-stationary manifold, we wish to use it now to eliminate one dynamical degree of freedom in the hemin system (1.2). To this purpose, we rewrite the 6-dimensional hemin system in the standard form of a singularly perturbed system (eq. 2.11)

\[
\begin{align*}
\dot{x}_2 &= -R_1 - R_2 - R_3 + k_0(x_0^0 - x_2) \\
\dot{x}_5 &= R_6 - R_7 - R_8 x_5 + k_0(x_0^0 - x_5) \\
\dot{x}_6 &= -R_6 + R_7 - k_0 x_6. \\
\varepsilon \dot{x}_4 &= R_4 - R_5 + \varepsilon(-R_1 + k_0(x_1 - x_1)) \\
\varepsilon \dot{x}_3 &= -(R_4 - R_5) + \varepsilon(-R_2 - R_3 - k_0 x_3) \\
\varepsilon \dot{x}_4 &= R_4 - R_5 + \varepsilon(R_2 + R_3 + R_6 - R_7 + k_0(x_4 - x_4))
\end{align*}
\]  

(3.7)

where we have already used the knowledge about the existence of the quasi-stationary manifold \( g_0(x_1, x_3, x_4) = R_4 - R_5 \) in order to place the small parameter \( \varepsilon \) at the correct positions. For clarity, the components of the reaction rate vector \( R \) were used to denote the individual reaction steps in (3.7).

We notice that a naive reduction, following the procedure in Section 2.2, is damned to fail, since the term \( R_4 - R_5 \) appears in three different rate equations in the ODE system (3.7). This (misleadingly) suggests that the fast subsystem is of the form:

\[
\begin{align*}
x'_1 &= R_4 - R_5 \equiv g_0 \\
x'_3 &= -(R_4 - R_5) \equiv -g_0 \\
x'_4 &= R_4 - R_5 \equiv g_0
\end{align*}
\]  

(3.8)

which is obtained after rescaling according to \( \tau = t/\varepsilon \) and performing the limit \( \varepsilon \to 0 \) in (3.7) (the ‘prime’ again denotes derivatives with respect to the fast time scale \( \tau \)).

On the other hand, there is only one equation (eq. 3.6) defining the quasi-stationary manifold and thus, the determinant of the Jacobian matrix

\[
\frac{\partial(g_0, -g_0, g_0)}{\partial(x_1, x_3, x_4)}
\]  

(3.9)

of the fast subsystem (3.8) is two-fold degenerate, i.e. it has two zero eigenvalues. Consequently, the quasi-steady-state approximation (2.18) must not be applied to the ODE system (3.7).

The reason for the degeneracy of the fast subsystem is the presence of (mass) conservation relations in the reaction mechanism of the hemin system which have not been considered so far. Such kind of conservation relations are frequently encountered in chemical reaction systems. They simply express the fact that atoms of a certain kind
3.2. Using quasi-integrals for model reduction

can not be destroyed during a chemical reaction. Instead they aggregate and dissociate in fixed stoichiometric relations.

In general, the existence of mass conservation relations is expressed by a non-maximal rank of the stoichiometric matrix $\mathbf{C}$ (eq. 3.1) which in our case has rank 4. Thus, there are two left eigenvectors of $\mathbf{C}$ with eigenvalue zero. They can be chosen as

$$v_1^T = (1, -1, 1, 0, 0, 0)$$
$$v_2^T = (0, 0, 1, 1, 0, 1)$$

which satisfy the eigenvalue equations

$$v_{1,2}^T \cdot \mathbf{C} = 0 \cdot v_{1,2}^T.$$ 

In the following, we use these eigenvectors as the last two rows of the linear coordinate transformation

$${\begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \\ y_5 \\ y_6 \end{pmatrix}} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \\ x_6 \end{pmatrix} \tag{3.11}$$

which brings the ODE system (1.2) into a form

$$\begin{align*}
y_1 &= k_0x_2^0 - y_1\left(k_0 + k_1y_4 + (k_2 + k_3(y_6 - y_5 - y_1 - y_2 + y_4))(y_5 - y_4 + y_1)\right) \\
y_2 &= -k_6y_2 + k_7y_3(y_6 - y_5 - y_1 - y_2 + y_4) - k_0y_2 \\
y_3 &= -k_8y_3 + k_6y_2 - k_7y_3(y_6 - y_5 - y_1 - y_2 + y_4) + k_0(x_5^0 - y_3) \\
y_4 &= k_4(y_5 - y_4 + y_1) - k_5y_4(y_6 - y_5 - y_1 - y_2 + y_4) - k_1y_1y_4 + k_0(x_1^0 - y_4) \\
y_5 &= k_0(x_1^0 - x_2^0 - y_5) \\
y_6 &= k_0(x_1^0 - y_6) \tag{3.12}
\end{align*}$$

where the last two equations for $y_5$ and $y_6$ become decoupled from the 4-dimensional subsystem corresponding to the $(y_1, y_2, y_3, y_4)$ variables. Note that the latter four variables are just relabeled versions of four of the original variables, i.e. we have $y_1 = x_2$, $y_2 = x_6$, $y_3 = x_5$ and $y_4 = x_1$.

The last two equations in (3.12) describe the mass conservation relations. They can be integrated separately and yield the following solution for zero initial condition:

$$\begin{align*}
y_5(t) &= (x_1^0 - x_2^0)(1 - \exp(-k_0t)) \\
y_6(t) &= (x_4^0)(1 - \exp(-k_0t)).
\end{align*}$$

This means that after a transient time of order $t \sim 1/k_0$, the trajectories of the ODE system (3.12) (and equally that of (1.2)) approach an attracting 4-dimensional manifold which is formally defined in the limit $t \to \infty$ as

$$\begin{align*}
\lim_{t\to\infty} y_5(t) &= \lim_{t\to\infty} (x_1(t) - x_2(t) + x_3(t)) = x_1^0 - x_2^0 =: y_5^\infty \\
\lim_{t\to\infty} y_6(t) &= \lim_{t\to\infty} (x_3(t) + x_4(t) + x_6(t)) = x_4^0 =: y_6^\infty.
\end{align*} \tag{3.13}$$
In chemical terms, these two relations express the conservation of S atoms and H$^+$ ions, respectively:

\[
[SO_3^{2-}] - [H_2O_2] + [HSO_3^-] = [SO_3^{2-}]^0 - [H_2O_2]^0 \\
[HSO_3^-] + [H^+] + [AH] = [H^+]^0
\]  

(3.14)

which is obtained using the correspondence between the chemical species and the phase space variables (1.3). Since the last two equations in (3.12) do not contain any essential dynamical information, but merely express the stoichiometric constraints in the reaction mechanism (1.1), the transient approach to the 4-dimensional manifold (3.13) can be neglected by replacing the variables $y_5$ and $y_6$ in (3.12) with their asymptotic values according to (3.13)

\[ y_5 = y_5^\infty, \quad y_6 = y_6^\infty. \]  

(3.15)

As a result, we obtain a 4-dimensional ODE system

\[
\begin{align*}
y_1 &= k_0 x_2^0 - y_1 \left\{ k_0 + k_1 y_4 + \left( k_2 + k_3 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) \right) (y_5^\infty - y_4 + y_1) \right\} \\
y_2 &= -k_0 y_2 + k_3 y_3 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) - k_0 y_2 \\
y_3 &= -k_8 y_3 + k_6 y_2 - k_7 y_3 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) + k_0 (x_0^0 - y_3) \\
\varepsilon y_4 &= k_4 (y_6^\infty - y_4 + y_1) - k_5 y_4 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) + \varepsilon (-k_1 y_1 y_4 + k_0 (x_1^0 - y_4))
\end{align*}
\]

(3.16)

where the stoichiometric constraints (3.13, 3.14) are properly taken into account. Moreover, the quasi-stationary manifold (3.6) now appears in only one rate equation which, due to our choice of the linear coordinate transformation (3.11), is that of $y_4 \equiv x_1$. The fast subsystem is now given by

\[
\frac{d}{d\tau} y_4 = \left. \frac{k_4 (y_6^\infty - y_4 + y_1) - k_5 y_4 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4)}{x_4} \right|_{x_3} = R_4 - R_5
\]  

(3.17)

Its stationary points

\[
k_4 (y_6^\infty - y_4 + y_1) - k_5 y_4 (y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) = 0
\]  

(3.18)

define the quasi-stationary manifold for the 4-dimensional version of the hemin system (eq. 3.16). Due to the proper consideration of the chemical constraints (3.14), this is now a quadratic equation for $y_4 \equiv x_1$ whose solution is given by

\[
y_4 = \frac{1}{2} (y_5^\infty - y_6^\infty + y_1 + y_2 - \frac{k_4}{k_5}) \pm \frac{1}{2} \sqrt{(y_5^\infty - y_6^\infty + y_1 + y_2 - \frac{k_4}{k_5})^2 + 4 \frac{k_4}{k_5} (y_5^\infty + y_1)}. \]

(3.19)

Here, we must consider only the positive square root, since $y_4$ represents a concentration and therefore $y_4 \geq 0$ must hold. A direct computation of the (1-dimensional) Jacobian
matrix along the manifold (3.19) shows that it is globally attracting since we have:
\[
\left. \frac{\partial}{\partial y_4} (R_4 - R_5) \right|_{y_4 = y_4(y_1, y_2)} = -k_4 - k_5(y_6^\infty - y_5^\infty - y_1 - y_2 + 2y_4) \mid_{y_4 = y_4(y_1, y_2)} \\
= -k_5 \sqrt{(y_5^\infty - y_6^\infty + y_1 + y_2 - \frac{4k_4}{k_5})^2 + 4k_4(y_5^\infty + y_1)}
\]
which is negative for all \((y_1, y_2) \in \mathbb{R}^2_+\). This shows in particular, that the fast subsystem (3.17) is no longer degenerate. On the other hand, it is known [74] that if the fast subsystem is entirely composed of reversible reactions, as it is in our case \((R_4 \text{ and } R_5\) correspond to the first reversible reaction step in (1.1)), then its stationary points automatically define an attracting manifold for the original flow.

Finally, we perform the QSSA using the procedure outlined in Section 2.2 and arrive at the following 3-dimensional ODE system:
\[
y_1 = k_0x_0^0 - y_1 \left\{ k_0 + k_1y_4 + \left(k_2 + k_3(y_6^\infty - y_5^\infty - y_1 - y_2 + y_4)\right)(y_5^\infty - y_4 + y_1) \right\} \\
y_2 = -k_6y_2 + k_7y_3(y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) - k_6y_2 \\
y_3 = -k_8y_3 + k_6y_2 - k_7y_3(y_6^\infty - y_5^\infty - y_1 - y_2 + y_4) + k_6(x_0^0 - y_3),
\]
where \(y_4 = y_4(y_1, y_2)\) is now a function of \(y_1\) and \(y_2\) according to the expression for the quasi-stationary manifold (3.19). That the 3-dimensional ODE system (3.20) truly represents a very good (even quantitative) approximation to the long-time behavior of the hemin system (1.2) will be shown in Chapter 4, in particular in Section 4.1, where we compare the local one- and two-parameter bifurcation diagrams for both systems.

We remark that the defining equation for the quasi-stationary manifold (3.18) represents a so-called quadric [75] which is the 3-dimensional analog of a conic section. Quadrics can be thought of as smooth embedded surfaces in \(\mathbb{R}^3\). In the case of equation (3.18), we find after performing appropriate linear transformations (translation, rotation) a hyperbolic paraboloid (Fig. 3.2) whose normal form is given by
\[
\frac{y^2}{b^2} - \frac{x^2}{a^2} = z \quad (x, y, z) \in \mathbb{R}^3.
\]
The parameters \(a\) and \(b\) are given as functions of the constants \(k_4, k_5, y_6^\infty\), and \(y_5^\infty\). They determine the particular shape of the surface.

### 3.3. Quasi-integrals in general reaction networks

We briefly describe how to generalize the method of quasi-integrals to reaction networks of the form:
\[
\dot{x} = f(x, k) \equiv \mathbf{C} \cdot R(x, k)
\]
where the components of the vector field \(f\) can be written as linear combinations of components of the reaction rate vector \(R\):
\[
\dot{x}_l = f_l(x, k) = \sum_{i=1}^{r} C_{li}R_i(x, k) \quad l = 1 \ldots n.
\]
Here, $x \in \mathbb{R}^n$ denotes the time-dependent state, $k \in \mathbb{R}^r$ stands collectively for all parameters in the system and the constant matrix $C$ represents the stoichiometric matrix. In the following, we shall not assume a particular shape of the reaction rate vector $R$. However, since a large class of (bio-)chemical reaction systems (such as the hemin and the PO system studied in this thesis) is modeled by mass-action type reaction networks, we note that in this case, the components of the reaction rate vector are given by

$$R_i(x, k) = k_i \prod_j x_j^{\kappa_{ji}}, \quad i = 1 \ldots r, \ j = 1 \ldots n. \quad (3.23)$$

Thus, the general form (3.21) admits mass-action type kinetics as a special case, but also leaves the possibility to use other kinetic schemes. The constant matrix $\kappa$ in (3.23) contains the kinetic information of each individual reaction step. Both of the above mentioned matrices, $C$ and $\kappa$, have as many rows as there are chemical species ($n$) and as many columns as there are individual reaction steps ($r$) and thus, completely specify the topology of a network following a mass-action kinetics.
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Recall that in Section 3.2 we searched in each rate equation for reaction steps that balance each other along the numerically obtained trajectories. To this purpose, we partitioned the function \( g(x, y, \varepsilon) \) in (3.2) into a dominating part \( g_0(x, y) \) which was supposed to describe the quasi-stationary manifold in the limit \( \varepsilon \to 0 \) and a negligible part \( \tilde{g}(x, y, \varepsilon) \). In general, the dominating part will be of the form:

\[
(g_0)_{ij}^l = C_{li} R_i(x(t), k) + C_{lj} R_j(x(t), k) \sim 0,
\]

(3.24)

where the index \( l = 1, \ldots, n \) runs over all rate equations in (3.22) while \( i, j = 1, \ldots, r \) denote the individual reaction steps occurring in a particular rate equation.

Quasi-integrals are defined as those ratios

\[
I_{ij}^l = \frac{C_{li} R_i(x(t), k)}{C_{lj} R_j(x(t), k)} \sim -1
\]

(3.25)

that approach an almost constant value along the trajectories \( x_i(t) \) of (3.22) for a certain combination of indices \( l \in \{1 \ldots n\} \), \( i, j \in \{1 \ldots r\} \). The occurrence of the ‘−1’ on the right-hand side in (3.25) is due to the fact that in (3.24) we must consider only those reaction steps \( R_i, R_j \) for which \( \text{sign}(C_{ij}) = \text{sign}(C_{li}) \) holds because otherwise (3.24) cannot be fulfilled. This condition reduces the number of index combinations \((l, i, j)\) that must be taken into account during the search for quasi-integrals. On the other hand, it may also happen that the same combination of reaction steps occurs in different rate equations in which case they can be omitted.

In a next step, one can easily extend the definition for a quasi-integral (3.25) and try to balance more than two reaction steps in which case the dominant part \( g_0 \) of \( g(x, y, \varepsilon) \) could be, for example, of the form:

\[
(g_0)_{ijk}^l = C_{li} R_i(x(t), k) + C_{lj} R_j(x(t), k) + C_{lk} R_k(x(t), k) \sim 0.
\]

(3.26)

In this case, quasi-integrals would be given by:

\[
I_{ijk}^l = \frac{C_{li} R_i(x(t), k) + C_{lk} R_k(x(t), k)}{C_{lj} R_j(x(t), k)} \sim -1
\]

(3.27)

provided that e.g. \( \text{sign}(C_{ij}) = \text{sign}(C_{ik}) = -\text{sign}(C_{ij}) \) holds. Indeed, for the PO system, which will be discussed in Appendix C, we find two quasi-integrals of this type.

From the above description it is clear that the search for quasi-integrals is an algorithmic procedure which can be summarized in the following three steps:

1. First, integrate the ODE system (3.21) over a sufficiently long time interval to obtain the trajectories for parameter values, where the interesting asymptotic kind of dynamics is observed.

2. Second, check whether quasi-integrals of the form (3.25) (or equally (3.27)) exist.

3. Third, apply singular perturbation techniques (for example the QSSA (eq. 2.18)) to reduce the number of dynamical degrees of freedom in the system.
3. Quasi-Integrals

In the end, it is a good idea to check the quality of the approximation due to the loose definition of a quasi-integral as being ‘almost constant’. This can be done, for example, by comparing the local bifurcation diagrams for the original and the reduced system which, at least, reveals whether both systems belong to the same topological class.

A second reason for the necessity to compare the dynamics of the original with that of the reduced system is that quasi-integrals are usually determined for one particular set of parameters and therefore, the reduction procedure is technically valid for only one point in parameter space. Thus, by systematically comparing the local bifurcations in dependence on relevant system parameters, one can ensure that the reduced system has truly inherited the dynamical properties of the original system in a whole parameter range.

In this thesis, we always compare the original and the reduced systems based on their local bifurcation diagrams.
4. Local Bifurcations in the Hemin System

This Chapter is devoted to a comparison between the 6-dimensional hemin system (eq. 1.2) and its 3-dimensional approximation (eq. 3.20) that was derived in Section 3.2 using the method of quasi-integrals. We begin with a presentation of a two-parameter bifurcation diagram which shows the global bifurcation structure of the 3-dimensional hemin system. In the next step, we take a section along a one-parameter path in the two-parameter plane in order to study some of the codimension one bifurcation sequences in detail. Finally, we show that the 6-dimensional hemin system (eq. 1.2) and its 3-dimensional approximation (eq. 3.20) are indistinguishable based on their local bifurcation structure.

Notice that for the presentation of the results, we shall use rescaled dimensionless variables and parameters according to Appendix B.2. In addition, we will find several codimension one and codimension two bifurcations in the course of the investigation. All of them are described in Appendix A.3 and A.4 in some detail which, therefore, should be consulted for reference.

4.1. Two-parameter continuation in $k_0$ and $k_8$

During the experimental investigations of the hemin system [32, 33], the flow rate $k_0$ was taken as the principal bifurcation parameter (cf. Sec. 1.1) controlling the matter flow through the reaction system. In order to perform a two-parameter continuation, we chose the decay rate of hemin $k_8$ as a second bifurcation parameter for two reasons: First, its experimental value has not been precisely determined so far and second, the mechanistic role of hemin is to prevent the unbounded production of $H^+$ ions and, thus, the hemin decay rate should be a sensible parameter. In fact, if $k_8$ is identically zero, the ODE systems (1.2) and (3.20) become essentially 2-dimensional and no complex dynamics is possible anymore.

Generically, as two parameters of an ODE system are varied, several codimension two bifurcations may be encountered along branches of codimension one bifurcations. Those bifurcations, that are relevant for the hemin system, are summarized in Appendix A.4 which should be consulted for details.

Figure 4.1 shows the two-parameter bifurcation diagram for the 3-dimensional ODE system (3.20) where the flow rate $k_0$ and the hemin decay rate $k_8$ have been used as continuation parameters. It basically consists of five regions: In regions 1 and 5, there is only one stable stationary state. Coming from region 1, the stationary state loses
stability via a subcritical (SH$_1$, dashed line) or a supercritical Hopf bifurcation (H, solid line). In the latter case this leads immediately to the emergence of stable oscillations which remain of simple periodicity throughout region 2 while in the subcritical case simple periodic oscillations also arise, but in a series of secondary bifurcations that will be discussed in Section 4.2. The two branches of Hopf bifurcations meet in a codimension two bifurcation point, the generalized Hopf bifurcation GH$_1$ at $k_8 = 1.892$ where the first Liapunov coefficient vanishes.

As the curve of supercritical Hopf bifurcations (H) is traced towards lower values of $k_8$, the curve again becomes subcritical (SH$_2$) at GH$_2$ where $k_8$ is negative. Notice that the

---
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Figure 4.1.: Two-parameter bifurcation diagram in the flow rate $k_0$ and the hemin decay rate $k_8$. Bursting oscillations are stable in region 3 which is bounded by the period doubling curve (PD) and the saddle-node curve SN$_1$. The dotted line at $k_8 = 2.5$ marks the parameter path along which the codimension one bifurcation diagram in Fig. 4.2 has been calculated. Symbols denote: SH$_i$ - curves of subcritical Hopf bifurcations (dashed), H - curve of supercritical Hopf bifurcations (solid), SN$_i$ - curves of saddle-node bifurcations of fixed points (solid), PD - curve of period doubling bifurcations (dash-dot), codimension two points: GH$_i$ - generalized Hopf bifurcations (open triangle), CP - cusp (filled triangle, see also the inset).
region where \( k_8 \) is negative does not have a physical significance; it is merely included for a consistent description of the bifurcation scenario. Finally, the subcritical Hopf bifurcation turns into a neutral saddle (where the eigenvalues fulfill \( \lambda_1 + \lambda_2 = 0 \) with \( \lambda_1, \lambda_2 \in \mathbb{R} \)) close to the cusp singularity (CP, solid triangle). However, this does not correspond to a bifurcation. The region in the vicinity of the cusp point is magnified in the inset of Fig. 4.1 which shows that two branches of saddle-node points (SN\(_1\) and SN\(_2\)) emanate from CP.

Bursting oscillations are stable in region 3. This region is entered through a curve of period doubling bifurcations (PD) while it is terminated by a branch of the saddle-node points SN\(_1\). In region 4 two saddle points coexist with one stable equilibrium which remains the only fixed point in region 5 where it is stable. Accordingly, all trajectories settle down to a stationary state in the regions 4 and 5.

The partition into five regions, however, only gives a first impression of the expected dynamics of the ODE system (1.2). For example, there is a narrow band to the right of the period doubling curve PD where a whole cascade of period doubling bifurcations occurs as the flow rate \( k_0 \) is increased for a fixed value of \( k_8 \). Subsequently, a folded chaotic attractor emerges before the first periodic bursting oscillations appear in region 3. The bifurcations occurring beyond the period doubling bifurcation PD are discussed in Sections 6.2 and 6.3. Furthermore, it is known from the normal form theory of codimension two bifurcations [76] that there is an additional curve bifurcating from the generalized Hopf point GH\(_1\) in Fig. 4.1 (in our case towards higher values of \( k_8 \)) along which a saddle-node bifurcation of periodic orbits takes place. This bifurcation is involved in the emergence of stable simple periodic oscillations above the generalized Hopf point GH\(_1\) where the Hopf bifurcation is subcritical. The details will be discussed in the next Section.

### 4.2. Bifurcations along a one-parameter path

In order to obtain a full picture of the bifurcation sequences, we take a section along the one-parameter path \( k_8 = 2.5 \) in the \( k_8 \)-\( k_0 \) plane (dotted line, Fig. 4.1) where the stationary state disappears via a subcritical Hopf bifurcation. As in the case of the two-parameter continuation, there are now several codimension one bifurcations of stationary points and periodic solutions that may be encountered upon varying one parameter in the ODE system (3.20). The relevant bifurcations are summarized in the Appendix A.3 which should be consulted for reference.

Coming from region 1 of the two-parameter plane above the generalized Hopf bifurcation point (cf. Fig. 4.1), the simple periodic oscillations arise in the following scenario (inset Fig. 4.2): The stable stationary state (solid line) loses stability at \( k_0 = 1.6461 \) via a subcritical Hopf bifurcation (SH) giving rise to an unstable limit cycle with one unstable dimension (one of the two Floquet multipliers is outside the unit circle). The subcritical Hopf is followed by a saddle-node bifurcation of periodic orbits (SNP) at \( k_0 = 1.6438 \) where the second multiplier also leaves the unit circle and the limit cycle gains a second unstable dimension. In the narrow parameter interval between the SNP
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Figure 4.2.: One-parameter bifurcation diagram along the line $k_8 = 2.5$ (cf. Fig. 4.1). The inset shows a magnification of the rectangular region where the simple periodic oscillations (solid circles) emerge via a subcritical Hopf (inset, SH) followed by a saddle-node bifurcation of periodic orbits (inset, open triangle, SNP) and an (inverse) Neimark-Sacker bifurcation (inset, filled square, NS). Between SNP and SH, the only stable attractor is a fixed point while a torus is stable between SH and NS. Mixed-mode oscillations are observed beyond the period doubling (PD) where the primary limit cycle (open circles) is unstable (see text for details). The oscillatory region extends until the saddle-node bifurcation SN$_1$ where a homoclinic bifurcation occurs (see also Section 6.3). For the oscillatory states, the minimum and the maximum amplitude of the oscillation are plotted.

and the SH bifurcation point, the stationary state is the only attractor since the coexisting limit cycle is unstable. Stable oscillations, however, arise at $k_0 = 1.6519$ by an (inverse) Neimark-Sacker (NS) bifurcation where both multipliers simultaneously cross the unit circle inwards. Thus, there is a stable quasi-periodic solution bifurcating to the left of the Neimark-Sacker point (towards lower $k_0$ values) where it coexists with a saddle point (corresponding to the dashed line in the inset of Fig. 4.2) in the parameter interval $k_0 \in (1.6461, 1.6519)$.

The properties of the torus solution are further discussed in Section 8.3 where we analyze the phase flow on the torus using the slow-fast structure of the hemin system.
Figure 4.3.: Overlay of the two-parameter bifurcation diagrams of the 3-dimensional ODE system (3.20) (black lines) and the original 6-dimensional ODE system (1.2) (red lines).

4.3. Comparison between the 6-d system and its 3-d approximation

As Fig. 4.3 reveals, there is virtually no difference between the two-parameter bifurcation diagrams of the 3-dimensional (black lines) and the original 6-dimensional hemin system (red lines). Accordingly, the local bifurcation structure of the 6-dimensional ODE system (1.2) is perfectly preserved by the 3-dimensional ODE system (3.20). Thus, the latter yields a very good quantitative approximation to the original dynamics which, therefore, will be used for a further investigation of the bursting oscillations in the second Part of the thesis.

The two-parameter bifurcation diagram for the 6-dimensional system (1.2) was reconstructed from 1-dimensional bifurcation diagrams taken along equally spaced sections in the two-parameter plane where $k_8$ was varied with a stepsize of 0.1.
5. Summary and Discussion

The first part of the thesis is concerned with the reduction of complex (bio-)chemical reaction networks of the form (3.22) while keeping their essential dynamical properties. We have introduced the concept of quasi-integrals as a numerical method for systematically finding a particular class of quasi-stationary manifolds in such networks. Subsequently, the slow manifolds can be used to eliminate as many dynamical degrees of freedom as there are quasi-integrals in a given reaction network. As a result, one obtains a system of reduced dimensionality which contains only the essential dynamical degrees of freedom.

It was shown that quasi-integrals of the type (3.25) and (3.27) may arise from ratios between certain components of the reaction rate vector $R$. In general, the components of the reaction rate vector are nonlinear functions of the phase space variables describing the kinetics of the individual reaction steps. Thus, the class of slow manifolds, that can be detected, not only includes linear relationships among the phase space variables, but generically also contains those which are defined by nonlinear equations.

The method of quasi-integrals is inspired by the geometrical singular perturbation theory of Fenichel [60] (cf. Sec. 3.1) which sets the suitable mathematical framework for the description of chemical reaction systems evolving on different time scales. In this approach, the existence of quasi-integrals such as (3.25) and (3.27) is a sufficient condition for the existence of a slow manifold. The major advantages of the proposed method are that

- it does not require a priori knowledge about the relevant time scales in a system. To the contrary, it identifies them.
- it does not rely on a sophisticated rescaling procedure in order to identify small parameters in the system.
- it is an algorithmic procedure and therefore, it is especially suited for a straightforward reduction of higher dimensional networks.

In Section 3.2, we have exemplarily introduced the method of quasi-integrals using the 6-dimensional hemin system (1.2). The reaction mechanism (1.1) of the hemin system comprises the two equilibria

\[ \text{SO}_3^{2-} + H^+ \overset{k}_\underset{k_4}{\rightleftharpoons} H\text{SO}_3^- \]

\[ A^+ \overset{k_6,k_7}{\rightleftharpoons} A + H^+ , \]

and it is not too surprising that the quasi-integral, that we have found, corresponds to one of them, namely the first equilibrium reaction in (5.1). However, this observation is
not trivial since the second equilibrium reaction in (5.1) does not define a quasi-integral. In order to demonstrate that the method of quasi-integrals does not only detect quasi-stationary manifolds associated with equilibrium reactions, we also applied the method to the 10-dimensional peroxidase-oxidase reaction system (cf. Appendix B.3) which, in contrast to the hemin system, is entirely composed of irreversible reaction steps. Remarkably, we identified three possible quasi-integrals in the reaction mechanism of the PO system, two of which lead to reduced systems that even quantitatively agree quite well with the original one.

In Section 4.3, we compared the 6-dimensional ODE system (1.2) with its 3-dimensional approximation (3.20) based on their local codimension two bifurcation diagrams. The 3-dimensional system has been obtained in Section 3.2 as a result of a QSSA using the quasi-integral (3.5). The fact that the bifurcation diagrams for both systems are virtually identical demonstrates that the 3-dimensional ODE system has the same dynamical properties as the original 6-dimensional ODE system (1.2) and thus, the former may be used for a further analysis of the bursting oscillations in the second Part of the thesis.

The crucial step in identifying a quasi-integral was to define, under which conditions the graph of a quasi-integral is to be regarded as ‘almost constant’. As we have already noticed, there is some ambiguity in this definition and especially for higher dimensional ODE systems, it would be of great value to have a numerical measure that allows for a more systematic or even automatic detection of quasi-integrals. Based on some common properties shown by all of the detected quasi-integrals, we suggest the following working definition: A quasi-integral is a non-constant function of the phase space variables that remains bounded almost everywhere in a stripe of adjustable thickness $\mu$ around 1. This means that outliers are only allowed in time intervals of adjustable length $\delta$ which should be small as compared to typical time scales in the system such as the period of the oscillations.

However, when deciding whether a certain ratio $I_{ij}$ is to be regarded as almost constant, our method is quite similar to other semi-objective methods such as principal component analysis or even singular perturbation theory. In the case of principal component analysis, one usually has to decide how many modes to keep in order to reconstruct the original data based on the eigenvalue spectrum of a suitable covariance matrix. But since there is no a priori interpretation of the principal components of a given data set, a rigorous measure, indicating how many modes to retain, is equally missing. On the other hand, for singular perturbation theory to be valid, the singular perturbation parameter $\varepsilon$ is required to be sufficiently small. However, as we have already pointed out, in practical applications $\varepsilon$ is given in terms of intrinsic system parameters and thus, has some fixed constant value. Moreover, it may even become of order unity for some systems without leaving the range of applicability of singular perturbation theory. Thus, for a particular system one usually relies on numerical simulations in order to test the validity of the approximation. Indeed, this is exactly what we have done when we compared the original and the reduced systems based on their local bifurcations.

Future efforts should comprise tests of the method of quasi-integrals in higher dimensional reaction networks in conjunction with a suitable extension and/or implementation of our working definition of a quasi-integral.
Part II.

The Origin of Bursting Behavior in the Hemin System
6. Dynamics and Bursting Oscillations in the Hemin System

In this Chapter, we investigate the bifurcations leading to the emergence of bursting oscillations in the hemin system (1.1) and subsequently, discuss their bifurcation sequences in terms of Farey progressions. Thereby, we continue the description of the bifurcation diagram of the hemin system in its 3-dimensional approximation (3.20) where the simple periodic oscillations arose via a series of codimension one bifurcations involving a subcritical Hopf bifurcation, a saddle-node bifurcation of periodic orbits and an inverse Neimark-Sacker bifurcation (Fig. 4.2).

In the next Section, we shall introduce a coordinate system that will be more suitable for the investigation of the bursting oscillations, since it is well adapted to the slow-fast structure of the hemin system. In Section 6.2, we describe the formation of a chaotic attractor that emerges subsequent to the period doubling bifurcation PD shown in the one-parameter bifurcation diagram of Fig. 4.2. This suggests that the bursting oscillations arising beyond the period doubling cascade are not associated with phase-locked states on a 2-torus. Instead, we observe periodic-chaotic progressions of mixed-mode states in Section 6.3 which are organized in pruned Farey sequences.

6.1. Change of coordinates

For convenience, we will change the notation of the variables \((y_1, y_2, y_3, y_4)\) used in (3.20) to \((x, y, z, s)\) and abbreviate the constant \(x^0_1 - x^0_2 + x^0_3\) as \(c\). In the new coordinates, the 3-dimensional hemin system (3.20) reads

\[
\begin{align*}
\dot{x} &= k_0 x_2^0 - x \left\{ k_0 + k_1 s(x, y) + \left( k_2 + k_3 (c - x - y + s(x, y)) \right) \right\} (x_1^0 - x_2^0 + x - s(x, y)) \\
\dot{y} &= -k_0 y - k_6 y + k_7 z (c - x - y + s(x, y)) \\
\dot{z} &= k_0 (x_3^0 - z) - k_8 z + k_6 y - k_7 z (c - x - y + s(x, y))
\end{align*}
\]

where \(s(x, y)\) stands for the slow manifold (3.19) of the 6-dimensional system (1.2) given by

\[
s = \frac{1}{2} (x + y - c - \frac{k_4}{k_5}) + \frac{1}{2} \sqrt{(x + y - c + \frac{k_4}{k_5})^2 + 4 \frac{k_4}{k_5} (x_1^0 - x_2^0 + x)}. \tag{6.2}
\]

However, numerical simulations suggest to investigate the bursting oscillations in the hemin system in a different coordinate system where the slow-fast structure of the ODE
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system (6.1) becomes more apparent. To this purpose, we introduce the sum of \( y \) and \( z \) as a new coordinate according to

\[
p = y + z.
\]

This linear coordinate transformation has the effect that one of the three equations in (6.1) becomes linear in the new coordinate system. On the other hand, numerical simulations show that \( y \) and \( z \) are basically anticorrelated (cf. Fig. 6.1 in the next Section) such that the sum of them evolves on a much slower time scale than the 2-dimensional \( x-y \) subsystem. This observation will be crucial to analyze the origin of bursting and quasi-periodic behavior in the hemin system. In chemical terms, the sum of \( y \) and \( z \) is nothing but the total concentration of hemin species in the system which, therefore, might also be of physiological relevance.

Using \((x, y, p)\) coordinates, the ODE system (6.1) is transformed into

\[
\begin{align*}
\dot{x} &= k_0 x_2^0 - x \left( k_0 + k_1 s(x, y) + \left( k_2 + k_3 (c - x - y + s(x, y)) \right) \right) (x_1^0 - x_2^0 + x - s(x, y)) \\
\dot{y} &= -(k_6 + k_0 y) + k_7 (p - y) (c - x - y + s(x, y)) \\
\dot{p} &= k_0 (x_3^0 - p) - k_8 (p - y)
\end{align*}
\]

which will be the starting point for the slow-fast analysis of the hemin system in Chapter 8.

6.2. A period doubling route to chaos

In the following, we shall describe the formation of a chaotic attractor which emerges subsequent to the period doubling bifurcation PD in Fig. 4.2, but prior to the bursting oscillations. Recall that the simple periodic oscillations (full circles in Fig. 4.2) were generated by an inverse Neimark-Sacker bifurcation at \( k_0 = 1.6519 \). They remain stable up to \( k_0 = 2.5169 \) where the first of a series of period doubling bifurcations renders the simple oscillations unstable and creates a stable period-2 cycle (Fig. 6.1a). The next two period doublings occur at \( k_0 = 2.5241 \) (Fig. 6.1b) and 2.5253 (not shown).

During the period doubling cascade, the two multipliers of the primary unstable limit cycle (open circles in Fig. 4.2) rapidly diverge until they are separated by approximately 12 orders of magnitude, i.e. \( \mu_1 \sim 10^6 \) and \( \mu_2 \sim 10^{-6} \). Thus, the associated Poincaré map exhibits a strong contraction in one and a fast expansion in the other direction indicating the creation of a folded attractor for the subsequent chaotic states.

Figure 6.1c shows one of these states together with its Poincaré map (cf. inset). For the Poincaré map, we plot the value of the \( x \) variable each time the \( y \) variable passes a local minimum against the value of \( x \) at the preceding minimum of \( y \). As a result, the Poincaré map exhibits a typical (asymmetric) tent map shape indicating chaotic behavior. Indeed, the largest Liapunov exponent, characterizing the local divergence of initially close trajectories, is found to be 0.84 at \( k_0 = 2.529 \). Figure 6.1d shows a nearby chaotic state at \( k_0 = 2.53 \) with a Liapunov exponent of 1.12. This state differs from the former one in that the trajectory now performs small amplitude excursions to the
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Figure 6.1.: Period doubling cascade leading to a chaotic attractor: Phase space projections of period-2 (a), period-4 (b) and two subsequent chaotic states (c),(d) are shown. The chaotic trajectory in (c) performs only large amplitude oscillations while the chaotic trajectory in (d) makes irregular excursions to the neighborhood of the saddle point (open triangle). The associated Poincaré map of the chaotic state in (c) is shown in the inset. It exhibits the shape of an inverse tent map with a cuspoid tip (see text for details). The inset in (d) shows the same chaotic state as in (d) but in a $y$-$z$ projection of (6.1) where it becomes apparent that the chaotic attractor is contained in a thin layer in phase space.

neighborhood of the saddle point (open triangle) in an irregular fashion indicating the upcoming bursting oscillations. The inset in Fig. 6.1d shows the same chaotic trajectory at $k_0 = 2.53$ but in a $y$-$z$ projection where it becomes self-evident that $y$ and $z$ are basically anticorrelated which causes the chaotic attractor to be contained in a thin layer in phase space; a property that also holds for the subsequent bursting oscillations. Due to the anti-correlation between $y$ and $z$, their sum $y + z$ changes only slowly in time which again suggests to introduce the sum of $y$ and $z$ as a new variable as we have done in equation (6.3).
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![Graphs showing bursting oscillations](image)

Figure 6.2.: The $11^{20}$ bursting state (MMO) at $k_0 = 2.545$ is shown in a $y$-$x$ projection (a) and in a $p$-$y$ projection (b) from which the unfolding of the bursting state along the $p$ direction becomes apparent. The corresponding time series is presented in (c) while the dashed rectangular region in (c) is magnified in (d) showing the small amplitude oscillations.

### 6.3. Bursting oscillations

Subsequent to the formation of the chaotic attractor, we observe periodic-chaotic progressions of bursting oscillations (or MMOs) which are organized into pruned Farey sequences as described below. Note that the bursting states are not shown in the one-parameter bifurcation diagram of Fig. 4.2 since they do not bifurcate from the primary periodic orbit. Instead, they emerge beyond the chaotic window that follows the period doubling bifurcation $PD$. This suggests that they belong to isolated bifurcation curves. Therefore, we present some of the bursting states that were found by direct numerical integration at the corresponding parameter values.

The first periodic bursting state is observed at $k_0 = 2.545$ where $11$ large amplitude oscillations alternate with $20$ small excursions (Fig. 6.2). According to the mixed-mode nomenclature $L^5$, this state is denoted as $11^{20}$. Figure 6.2a shows a projection onto the $x$-$y$ plane (similar to that in Fig. 6.1). If we regard, however, the same state in the $p$-$y$
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projection (Fig. 6.2b) using the newly introduced $(x, y, p)$ coordinate system (cf. Sec. 6.1),
the ‘unfolding’ of the bursting oscillations along the $p$ direction becomes apparent: In
the $x$-$y$ projection (Fig. 6.2a) the small amplitude oscillations are located in the right
lower corner while in Fig. 6.2b they occur along a line-like manifold at $y \sim 2.1$. In
Fig. 6.2c we present the time series corresponding to the phase portraits of Figs. 6.2(a,b).
The dashed rectangular region is magnified in Fig. 6.2d showing the small amplitude
oscillations.

As the flow rate $k_0$ increases from 2.545, where a $1^{10}$ state is observed, to $k_0 =
3.778$, narrow chaotic windows alternate with further periodic windows which contain
bursting states with a gradually decreasing number $L$ of large amplitude oscillations.
This periodic-chaotic sequence approaches the window corresponding to $L = 1$ at $k_0 =
3.31$ where a $1^{16}$ state is stable. Within each periodic window of fixed $L$, we find
pruned Farey sequences of bursting states with a different number $S$ of small amplitude
oscillations. For example, in the periodic window corresponding to the $4^S$ states, the
following progression was numerically resolved: $4^{17} (k_0 = 2.768) \rightarrow 4^{18} (k_0 = 2.780) \rightarrow
4^{19} (k_0 = 2.800) \rightarrow 4^{20} (k_0 = 2.830)$. A complete Farey sequence would also contain
the intermediate states which are obtained by Farey arithmetic (cf. Table 1.1), e.g.
$8^{35} = 4^{17} \oplus 4^{18}$, etc.

In the transition region between two states $L^S$ and $L^{S+1}$ with the same number of
large amplitude oscillations, narrow chaotic windows as well as concatenated states of
the form $L^S L^{S+1}$ are found. The latter are periodic patterns that repeat after two
revolutions while their number of small amplitude oscillations differs by one. For the
example above, the $4^{17}4^{18}$ state is observed at $k_0 = 2.775$ (Fig. 6.3) while the other two
states $4^{18}4^{19}$, $4^{19}4^{20}$ occur at $k_0 = 2.795$, 2.817, respectively.

The parameter window where $L^S$ states are stable becomes larger as $L$ gets smaller.
Consequently, we also observed progressions starting with a lower number of small am-
plitude oscillations, e.g. $1^{13}$ at $k_0 = 3.235$. At $k_0 = 3.390$, the number of small amplitude
oscillations for the $1^S$ progression already exceeds 20, but their amplitudes are too small
to be counted. As the sequence of $1^S$ states approaches $k_0 = 3.778$, the number of
small amplitude oscillations steadily increases while the chaotic region between two such
states becomes broader. Thus, one may suspect that within each periodic window of a
fixed number of large amplitude oscillations, $L^S$ states with arbitrary integer number $S$
exist though most of them occur in too narrow parameter intervals to be observed in
numerical simulations.

Subsequent to the periodic-chaotic progression of bursting oscillations, there is a fur-
ther periodic window where we observe simple periodic oscillations which are now of
relaxational type and have long periods (Fig. 6.4a). In Section 8.2 we shall show that
the hemin system undergoes a transition in the bursting mechanism at $k_0 = 3.778$ which
causes the relaxational character of the oscillations beyond the periodic-chaotic pro-
gression of bursting states. The relaxational oscillations terminate at $k_0 = 3.858$ by a
saddle-node homoclinic bifurcation (cf. Appendix A.5) where the saddle-node bifurcation
$SN_1$ (cf. Figs. 4.1 and 4.2) occurs on the formerly periodic solution (Fig. 6.4b).

This completes the discussion of the bifurcation diagram in Fig. 4.2 along the one-
parameter path at $k_8 = 2.5$ in Fig. 4.1.
Figure 6.3.: The concatenated bursting state $4^{17}4^{18}$ at $k_0 = 2.775$ in a $p$-$y$ projection: The trajectory 'closes' after two revolutions; one consists of 4 large and 17 small, the other one of 4 large and 18 small amplitude oscillations.
Figure 6.4.: Large relaxational oscillations at $k_0 = 3.8$ close to a homoclinic orbit (a). The corresponding trajectory in phase space is shown in (b). SN$_1$ marks the location where a saddle-node bifurcation (the same as in Fig. 4.2) is to occur at $k_0 = 3.858$ on the formerly periodic solution. This yields a saddle-node homoclinic bifurcation causing the oscillations to vanish.
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Before the slow-fast structure of the hemin system will be analyzed in detail, we present the basic ideas underlying a slow-fast analysis as it has been introduced by Rinzel and Ermentrout [23] to describe the bursting behavior of neural systems. In such systems, the dynamical variables evolve on different time scales similar to the reaction networks that have been investigated in the first Part of the thesis. However, the crucial difference is now that the time scale separation between the slow and the fast processes is not infinite anymore.

As a consequence, one can not simply assume that the fast processes relax to a slow manifold and henceforth instantaneously follow the slow dynamical degrees of freedom. Instead, the fast dynamical variables must not be neglected in the dynamical description. In fact, it is the dynamics of the slow processes that trigger certain bifurcations in the fast subsystem. As a result, there are several attracting states in different regions of phase space. One may then arrive at a geometrical comprehension of the dynamics since the flow of a system exhibiting a slow-fast structure is mostly confined to the neighborhood of the attracting states of the fast subsystem.

We shall use a cartoon of the hemin system in order to exemplarily describe its slow-fast structure in phase space. This example should facilitate the understanding of the bifurcation diagrams that will be presented in Chapter 8 where we analyze the slow-fast structure of the hemin system in detail.

7.1. Cartoon of the slow-fast structure of the hemin system

Consider Fig. 7.1 where the slow-fast structure of the 3-dimensional hemin system (6.4) is illustrated in a cartoon using the \((x, y, p)\) coordinate system. Here we assume that the dynamics of the hemin system can be decomposed into a fast motion in the \(x\) and \(y\) directions and a slow motion along the \(p\) direction. Accordingly, the dynamics of the system should be describable in terms of an ODE system of the form

\[
\begin{align*}
\dot{x} &= f(x, y, p) \\
\dot{y} &= g(x, y, p) \\
\dot{p} &= \varepsilon h(x, y, p)
\end{align*}
\] (7.1)
where \( \varepsilon \) is a small parameter indicating that \( p \) evolves on a slower time scale than the \( x-y \) subsystem.

For the time being, let us consider the limit \( \varepsilon \to 0 \) in (7.1) which corresponds to the assumption that \( p \) is not a dynamical variable, but a parameter for the 2-dimensional fast \( x-y \) subsystem. Then, for each fixed parameter value \( p_0 \), there exist certain invariant sets such as stationary and/or oscillatory states in the 2-dimensional fast subsystem which is symbolically represented as the plane space \( F_{p_0} \) in Fig. 7.1. For example, at \( p_0 \), there are three coexisting invariant sets: A stable limit cycle (black circle), an unstable limit cycle (red circle) and a stable fixed point (black dot).

In the next step, the dynamical nature of \( p \) is taken into account. To this purpose, we again consider the dynamics of the ODE system (7.1), but this time for small nonzero \( \varepsilon \). As \( p \) slowly varies according to the third equation in (7.1), the type and stability of the states in the fast \( x-y \) subsystem will also change. In this sense, \( p \) now acts as a quasi-static bifurcation parameter for the fast subsystem.
For example, as $p$ moves to the left, the stable and the unstable limit cycle merge in a saddle-node bifurcation (SNP) and disappear leaving the stable stationary (thin black line) state as the only invariant set. On the other hand, as $p$ moves to the right, the unstable limit cycle shrinks and vanishes in a subcritical Hopf bifurcation (SH). Henceforth, a large amplitude limit cycle coexists with a saddle point. Eventually, a saddle-node bifurcation (SN$_1$) takes place on the large amplitude limit cycle to form a saddle-node homoclinic orbit (cf. Appendix A.5) by which the periodic solution of the fast subsystem ceases to exist.

Now the basic assumption underlying the slow-fast analysis is that the finite time scale separation between the fast $x$-$y$ subsystem and the slow $p$ dynamics is such that the stationary and oscillatory states, that exist in the fast subsystem at a particular value of $p$, extend along the $p$ direction to quasi-stationary manifolds in the 3-dimensional phase space (cf. Fig. 7.1), i.e. the stationary states become a line-like quasi-stationary manifold ($\mathcal{L}$) while the oscillatory states form a (finite) cylinder-like manifold ($\mathcal{C}$) which is terminated at one side by a saddle-node bifurcation (SNP) and at the other side by a saddle-node homoclinic orbit.

Here the term ‘quasi-stationary’ is used in a somewhat different meaning as compared to the first Part of the thesis where it denoted the zeroth order approximation to a slow manifold to which the flow is confined due to an infinite time scale separation between the fast and slow processes (see Section 2.2). Here and in the following, we shall use the term ‘quasi-stationary manifold’ in the sense that the flow of the 3-dimensional ODE system (7.1) is only confined to the neighborhood of the quasi-stationary manifolds. For example, to the left of the saddle-node bifurcation (SNP), $\mathcal{L}$ is the only attracting set. Consequently, a trajectory would evolve close to $\mathcal{L}$ in an oscillatory or straight manner depending whether the eigenvalues along $\mathcal{L}$ are complex or real, respectively. Similarly, between the subcritical Hopf (SH) and the saddle-node bifurcation (SN$_1$), the cylinder-like manifold $\mathcal{C}$ is the only attracting set such that in this region of the phase space a trajectory would perform large amplitude oscillations in the neighborhood of $\mathcal{C}$.

### 7.2. A classification scheme for bursting behavior

We have explained how the qualitative behavior of the 3-dimensional flow (7.1) can be understood in terms of the invariant sets of the fast $x$-$y$ subsystem and their bifurcations leading to different attracting states in the corresponding regions of the phase space. Note, however, that the dynamics of a particular trajectory is essentially determined by the third equation in (7.1) which describes the slow dynamics of the quasi-static bifurcation parameter.

A systematic approach to classify the bursting behavior of systems exhibiting a slow-fast structure has been developed by Izhikevich [24]. By taking into account all possible combinations of codimension one bifurcations that may occur in the fast subsystem, different bursting mechanisms are distinguished by the kind of bifurcations that lead to the bursting behavior. According to this classification scheme, the hemin system, as it is shown in Fig. 7.1, is a subHopf/fold-cycle burster, since the two bifurcations, SH and
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SNP, essentially determine the bursting behavior of this system (cf. Chapter 8).
8. The Slow-Fast Structure of the Hemin System

This Chapter is devoted to a detailed study of the slow-fast structure of the hemin system by which the origin of its bursting as well as its quasi-periodic behavior will be elucidated. The basis for the slow-fast analysis will be the 3-dimensional hemin system in the representation of (6.4) that has been introduced in Section 6.1 using \((x, y, p)\) coordinates. In this coordinate system, the slow-fast structure of the hemin system becomes manifest since \(p\) evolves on a slower time scale than the 2-dimensional \(x-y\) subsystem. Furthermore, numerical simulations have shown that the bursting oscillations ‘unfold’ along the \(p\) direction (cf. Fig. 6.2b) indicating that the \((x, y, p)\) coordinate system is especially suited for a slow-fast analysis. Notice that while in the hemin system, the slow variable is simply given by the linear combination \(p = y + z\), it may be difficult to find such a suitable variable in general.

The slow-fast analysis is performed by treating the slow variable \(p\) as a (quasi-static) bifurcation parameter for the 2-dimensional fast subsystem

\[
\dot{x} = k_0 x_2^0 - x \left( k_0 + k_1 s(x, y) + \left( k_2 + k_3 (c - x - y + s(x, y)) \right) \right) (x_1^0 - x_2^0 + x - s(x, y)) \\
\dot{y} = -(k_6 + k_0) y + k_7 (p - y) (c - x - y + s(x, y))
\]

which is simply obtained by omitting the third equation in the 3-dimensional hemin system (6.4)

\[
\dot{p} = -(k_0 + k_8) p - k_8 y + k_5 x_5^0
\]

that describes the slow \(p\) dynamics since both, \(k_0\) and \(k_8\), vary on the scale \(10^{-4}\text{s}^{-1}\).

In the following, we will analyze the bifurcation structure of the ODE system (8.1) in two steps: In Section 8.1, we fix the flow rate \(k_0\) at an arbitrary value and describe the bifurcations in the fast subsystem (8.1) leading to the bursting oscillations at this particular value of \(k_0\). Depending on the current value of the slow variable \(p\), we will find different attracting states in the fast subsystem. These states extend to quasi-stationary manifolds along the \(p\) direction and confine the trajectories of the full 3-dimensional system (6.4) to their neighborhood.

In Section 8.2, we investigate how the quasi-stationary manifolds that exist at a particular value of \(k_0\) change in dependence on \(k_0\). Therefore, \(k_0\) may be regarded as an external bifurcation parameter for the 2-dimensional subsystem (8.1). To the contrary, the actual value of the slow variable \(p\) can not be prescribed arbitrarily. Instead it evolves dynamically – although within a narrow range of values – according to equation (8.2) and thus, \(p\) can be called an internal bifurcation parameter.
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Note that the truncated ODE system \((8.1)\) no longer depends on the hemin decay rate \(k_8\) which was used as a second bifurcation parameter in the two-parameter bifurcation diagram in Fig. 4.1. Thus, for each fixed value of the external bifurcation parameter \(k_0\), we obtain certain quasi-stationary manifolds in the 3-dimensional system that exist independently of \(k_8\). However, \(k_8\) determines (together with \(k_0\)) the slow dynamics of the \(p\) variable according to equation \((8.2)\) and consequently, it influences the dynamics of the trajectories of the full 3-dimensional system.

The last Section is devoted to a detailed study of the torus solution that has been encountered close to the subcritical Hopf bifurcation in Fig. 4.2. We show that the rather unusual phase flow along the torus is a result of the slow-fast structure of the hemin system which can be analyzed in the same way as the bursting oscillations.

8.1. Slow-fast analysis at a fixed value of \(k_0\)

In the following, we analyze the codimension one bifurcations of the fast subsystem \((8.1)\) at a fixed value of the flow rate \(k_0\) which we arbitrarily chose as 2.8. At this particular value of the flow rate, we will find that the bifurcation structure of the fast subsystem \((8.1)\) is similar to the one described in Section 7.1 where we used a cartoon of the hemin system to illustrate its slow-fast structure.

Figure 8.1a shows the bifurcation diagram of the fast subsystem where \(p\) has been used as a bifurcation parameter whose range has been limited due to minimum and maximum values obtained from prior numerical simulations. Stationary states are plotted as thin lines while the maxima and minima of the oscillatory states are plotted as bold lines. The stability of the states is indicated by color and line style: black solid lines denote stable states while red dashed lines encode unstable states.

There are two branches of stable stationary states in the fast subsystem, one at \(y \sim 2.07\) and the other at \(y\) close to 1. Both of these branches become unstable via subcritical Hopf bifurcations \((SH_1\) and \(SH_2)\) while the stable oscillations emerge via saddle-node bifurcations \((SNP_1\) and \(SNP_2)\) where a stable limit cycle merges with an unstable one.

The dashed rectangular region in Fig. 8.1a is magnified in Fig. 8.1b. It shows the bifurcations in the fast subsystem together with the \(4^{th}\) bursting state (blue) at \(k_8 = 2.5\) which is confined to the region in phase space where the subcritical Hopf \(SH_1\) and the saddle-node bifurcation \(SNP_1\) occur in the fast subsystem. Notice that in this region of the phase space the bifurcation structure is exactly the same as in Fig. 7.1.

The dotted line \(\dot{p} = 0\) denotes the nullcline of \((8.2)\), i.e. it indicates in which region of the phase space the trajectory (blue line) moves to the left (\(\dot{p} < 0\), below the nullcline) and to the right (\(\dot{p} > 0\), above the nullcline). Note that the orbit is always confined to the neighborhood of the invariant sets of the fast subsystem. At the present value of \(k_8 = 2.5\), it makes 4 loops close to the cylinder-like manifold (bold black solid line) before it ‘jumps’ to the line-like manifold (black thin line) where it performs 19 small oscillations. This can be seen in Fig. 8.1c which shows a magnification of the dashed rectangular region in Fig. 8.1b. In general, a \(L^S\) state wraps \(L\) times around the cylinder-like manifold and oscillates \(S\) times along the line-like manifold. In Fig. 8.1d a 3-dimensional view of the
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Figure 8.1: Slow-fast analysis at a fixed value of the flow rate $k_0 = 2.8$: The bifurcation diagram of the fast subsystem (8.1) (a). The dashed rectangular region is magnified in (b) together with the trajectory (blue line) of a 4^{19} state at $k_8 = 2.5$. The dashed rectangular region in (b) is magnified in (c). In (d) a 3-dimensional view of the 4^{19} state is shown together with a projection onto the $x$-$y$ plane. Solid and dashed bold lines denote maxima and minima of a stable (black) and an unstable (red) limit cycle while solid and dashed thin lines denote stable (black) and unstable (red) fixed points of the fast subsystem.

4^{19} state in the $(x, y, p)$ coordinate system is visualized together with a projection onto the $x$-$y$ plane which again demonstrates the unfolding of the bursting state along the $p$ direction.

In order to clarify how the bifurcations in the fast subsystem lead to the emergence and disappearance of the bursting oscillations, we describe one revolution of the trajectory in detail: To the left of the SNP1 point in Figs. 8.1(b,c) the line-like quasi-stationary manifold is the only attractor. Since it is entirely composed of stable stationary states of the fast subsystem (8.1) which are foci, the trajectory performs damped oscillations along this manifold (Fig. 8.1c). Subsequent to the subcritical Hopf point SH1, the foci change stability and hence, the quasi-stationary manifold becomes unstable. Accord-
ingly, the amplitude of the oscillations increases again while the trajectory gets more and more attracted by the invariant cylinder-like manifold that is composed of stable limit cycle solutions of the fast subsystem. In the following the trajectory wraps around the cylinder-like manifold while it performs large amplitude oscillations. During that period, it spends some time above and some time below the plane defined by the nullcline $\dot{p} = 0$ (Fig. 8.1b). In total, however, there is an effective movement of the trajectory towards lower $p$ values until it passes the saddle-node bifurcation point SNP$_1$ where the trajectory jumps back to the line-like quasi-stationary manifold to complete one cycle. The reason for the net movement towards lower $p$ values is the slowing down effect that the line-like quasi-stationary manifold exerts on the part of the trajectory above the nullcline plane. In other words, the trajectory ‘feels’ the presence of the stationary points of the fast subsystem.

According to the classification of bursting mechanisms given in [24] (cf. Sec. 7.2), the hemin system is a subHopf/fold-cycle burster at $k_0 = 2.8$ since the large amplitude oscillations terminate by a fold-cycle bifurcation (SNP$_1$) while the small oscillations disappear via a subcritical Hopf bifurcation (SH$_1$). As we shall show in the next Section, there is a transition in the bursting behavior at higher values of the flow rate $k_0$.

8.2. Two-parameter continuation in $p$ and $k_0$

So far we have analyzed the bifurcations in the fast subsystem (8.1) at one particular value of the external bifurcation parameter, namely at $k_0 = 2.8$. Now we investigate how the quasi-stationary states of the fast subsystem change as $k_0$ is varied. To this purpose, we again proceed in two steps: First, we monitor the deformation of the line-like quasi-stationary manifold corresponding to the branch of stationary solutions of the fast subsystem. In the second step, we also include the oscillatory states and present a complete two-parameter bifurcation diagram of the fast subsystem using the slow variable $p$ and the flow rate $k_0$ as parameters.

Figure 8.2 shows how the line-like quasi-stationary manifold (blue lines) deforms as the flow rate $k_0$ is increased from the value 2.8 (I) used in Section 8.1 via $k_0 = 3.6$ (II) to $k_0 = 3.8$ (III). Along these curves, we find certain codimension one bifurcations which are connected by curves obtained from a two-parameter continuation using $p$ and $k_0$ as parameters. For example, the curve I intersects the branches SH$_1$ and SH$_2$ (dashed red lines) in two points where subcritical Hopf bifurcations occur. These Hopf bifurcations are the same as those in Fig. 8.1a.

At a higher value of the flow rate ($k_0 = 3.495$) there is a Bogdanov-Takens bifurcation (BT) occurring in the fast subsystem where the second branch of subcritical Hopf bifurcations SH$_2$ terminates. As a consequence, the other two branches of stationary states (II and III) still intersect the first subcritical Hopf bifurcation curve SH$_1$, but no longer SH$_2$. Instead, the two branches II and III cross the two saddle-node bifurcation curves SN$_1$ and SN$_2$ that emerge at CP from a cusp singularity. Note that the location of the first saddle-node bifurcation SN$_1$ moves towards lower $p$ values as the flow rate $k_0$ increases which may lead to interactions of SN$_1$ with the oscillatory states generated in
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Figure 8.2.: The curves I, II, III show how the branch of stationary states (blue lines) of the fast subsystem (8.1) changes as the flow rate $k_0$ is increased from 2.8 to 3.6 and 3.8. The codimension one bifurcations occurring along the curves I, II, III are found at the intersection points of these curves with the two-parameter continuation curves $SH_1$ and $SN_1$. Symbols denote: $SH_1$ - curves of subcritical Hopf bifurcations (dashed, red), $H$ - curve of supercritical Hopf bifurcations (solid, black), $SN_1$ - curves of saddle-node bifurcations of fixed points (solid, black), codimension two points: $GH_1$ - generalized Hopf bifurcations (open triangle), $BT$ - Bogdanov-Takens (diamond), $CP$ - cusp (filled triangle).

The complete two-parameter bifurcation structure of the fast subsystem including the oscillatory states is summarized in Fig. 8.3 where $p$ and $k_0$ were used as parameters. The bifurcation lines $SH_1$, $SN_1$, etc. are the same as those in Fig. 8.2. In addition, a branch of saddle-node bifurcations of periodic orbits ($SNP_1$) is shown which bifurcates from the generalized Hopf bifurcation point $GH_1$ (cf. inset Fig. 8.3a). This codimension
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Figure 8.3.: Two-parameter bifurcation diagram of the fast subsystem (8.1) using the slow variable $p$ and the flow rate $k_0$ as parameters. If $p$ sweeps back and forth between region 1 and 2 crossing the SNP$_1$ curve, the dynamics of the whole system exhibits bursting behavior. In the neighborhood of the intersection point 3 a transition in the bursting mechanism occurs (see text and Fig. 8.4 for details). Symbols denote: SH$_1$ - curves of subcritical Hopf bifurcations (dashed red), H - curve of supercritical Hopf bifurcations (solid), SN$_i$ - curves of saddle-node bifurcations of fixed points (solid), SNP$_1$ - curve of saddle-node bifurcations of periodic orbits (dash-dot), codimension two points: GH$_i$ - generalized Hopf bifurcations (open triangle), BT - Bogdanov-Takens (diamond), CP - cusp (filled triangle).

two bifurcation point separates two branches of Hopf bifurcations, a supercritical (H, solid black line) and a subcritical one (SH$_1$, dashed red line). The second inset Fig. 8.3b shows a magnification of the region close to the cusp bifurcation point CP where the two branches of saddle-node bifurcations originate.

In the two-parameter bifurcation diagram Fig. 8.3, one can identify the invariant sets
of the fast subsystem at a given value of the slow variable $p$ which, in turn, determine the potential dynamical properties of the system. For example, region 1 corresponds to the upper stationary state at $y \sim 2.07$ while in region 2 we find the cylinder-like manifold that is composed of stable limit cycle solutions. In addition, there is a small bistable region bounded by the two curves SNP$_1$ and SH$_1$ where a limit cycle coexists with a stationary state (cf. Fig. 8.1c). Thus, we deduce that whenever the slow $p$ dynamics is such that $p$ sweeps back and forth between region 1 and 2 in phase space while crossing the SNP$_1$ curve, the hemin system exhibits bursting behavior as described in Section 8.1.

### 8.2.1. A transition in the bursting behavior

The two-parameter bifurcation diagram shown in Fig. 8.3 can also be used to identify transitions in the bursting behavior of the hemin system. To this purpose, consider the intersection point $(p,k_0) = (2.211, 3.773)$ marked as 3. Here, the subcritical Hopf bifurcation SH$_1$ and the saddle-node bifurcation SN$_1$ occur at the same value of $p$ in phase space. Thus, it becomes possible that in a neighborhood of the intersection point the (unstable) oscillatory states emanating from the subcritical Hopf bifurcation may interact with the branch of (unstable) states that originate in the saddle-node bifurcation. In order to show that this truly leads to a transition in the bursting behavior of the hemin system, we compare the bifurcation diagrams of the fast subsystem for two neighboring values of the flow rate $k_0$.

Figure 8.4 shows the codimension one bifurcation diagrams of the fast subsystem for $k_0 = 3.6$ (Fig. 8.4a) and $k_0 = 3.8$ (Fig. 8.4c), respectively. Again, the trajectories (blue lines, calculated for $k_8 = 2.5$) are superimposed on the bifurcation diagrams. The waveform of the oscillations is displayed in the corresponding time series (Figs. 8.4(b,d)).

The branches of stationary states (thin lines) in Figs. 8.4(a,c) are the same as the curves II and III in Fig. 8.2, but now they are supplemented by the oscillatory states (bold lines) arising from the subcritical Hopf bifurcation SH$_1$. At $k_0 = 3.6$, the finite cylinder-like manifold is bounded by the saddle-node bifurcation SNP$_1$ at the left side and the saddle-node homoclinic orbit SNHC at the right side (at $p \sim 2.7$) where the saddle-node bifurcation SN$_1$ occurs on the large amplitude limit cycle.

As the flow rate $k_0$ increases from 3.6 to 3.8, the saddle-node homoclinic orbit moves together with the two saddle-node bifurcation points SN$_1$ and SN$_2$ towards lower $p$ values until the first of them (SN$_1$) collides with the unstable limit cycle (bold dashed red line) at approximately $k_0 \sim 3.778$ (not shown), i.e. slightly above the intersection point 3 of Fig. 8.3. Subsequent to this bifurcation, the saddle-node homoclinic orbit has turned into a saddle homoclinic orbit (SHC) (cf. Appendix A.5 for the difference between the two types of homoclinic orbits) while the saddle-node bifurcation SNP$_1$ has disappeared (Fig. 8.4c). Thus, the cylinder-like manifold (Fig. 8.4a, bold black solid lines) does not appear anymore for $k_0 > 3.778$ and the fast subsystem becomes bistable. Henceforth, the bursting behavior of the hemin system is of fold/subHopf type since the upper stationary state disappears via the subcritical Hopf bifurcation SH$_1$ while the lower stationary state undergoes a fold bifurcation at SN$_1$. A typical trajectory basically jumps back and forth between the two quasi-stationary states (Fig. 8.4c) causing the
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strong relaxational character of the oscillations (Fig. 8.4d).
8.3. The origin of quasi-periodic behavior in the hemin system

In the preceding Sections, we have shown that the origin of the bursting behavior of the hemin system may be well understood in terms of the invariant states of the fast subsystem (8.1) which the trajectories closely follow during their temporal evolution. It is the goal of the following investigation to show that the quasi-periodic behavior of the hemin system has a similar origin that can be equally analyzed by a slow-fast analysis.

To this purpose, we investigate the phase flow on the 2-torus that has been observed close to the subcritical Hopf bifurcation in Fig. 4.2 (cf. Sec. 4.2). Figure 8.5 again shows the inset of Fig. 4.2 where the Neimark-Sacker bifurcation NS appears in conjunction with the saddle-node bifurcation SNP and the subcritical Hopf bifurcation SH. By analyzing the slow-fast structure of the hemin system (6.4) in the vicinity of the Neimark-Sacker bifurcation point, we shall show that the rather unusual phase flow on the torus is a result of the finite time scale separation in the hemin system.

8.3.1. A torus with unusual phase flow

Figure 8.6 shows how the torus deforms as the flow rate $k_0$ is decreased. In the projections on the $p$-$y$ plane (Figs. 8.6(a,b)), the numerical integration was stopped before the trajectory made a full revolution on the torus in order to reveal a portion of the flow along the ‘inner part’ of the torus. We observe a sharp transition from a smooth torus shown in Fig. 8.6a at $k_0 = 1.65189$ close to the Neimark-Sacker bifurcation point in Fig. 8.5 to a highly distorted one at $k_0 = 1.65180$ (Fig. 8.6b). The arrows indicate the direction of phase flow along the torus.

The saddle point $S$ that emerges after the subcritical Hopf bifurcation SH (corresponding to the dashed line in Fig. 8.5) acts as an organizing center for the torus as can be seen in Fig. 8.6b: The flow approaches the ‘outer part’ of the torus along the 2-dimensional unstable manifold of the saddle point. Then it moves to the left (i.e. towards lower $p$ values) until it changes direction and returns along the 1-dimensional stable manifold of the saddle. The reason for the trajectory to change its direction can be grasped from the slow-fast analysis of (6.4) and will be given below.

The phase flow on the 2-torus can be described as follows: If we consider a 2-torus as a direct product of two circles with a different radius (Fig. 8.7), then the angular velocity $\omega_L$ along the circle with the larger radius is much higher than that of the circle with the smaller radius (Fig. 8.7a). However, close to the onset of quasi-periodic behavior, the opposite situation $\omega_S > \omega_L$ is usually encountered [9] (Fig. 8.7b). In other words, the ‘unusual’ phase flow in Fig. 8.6 is a result of the time scale separation in the ODE system (6.4) since the trajectory moves much faster in the $x$-$y$ directions than along the $p$ direction.

As the flow rate $k_0$ is further decreased, the overall shape of the torus in Fig. 8.6b does not change significantly anymore. However, the time spent by the trajectory along the stable manifold of the saddle point $S$ gradually increases until the torus and the saddle
point have eventually disappeared to the left of the subcritical Hopf point (SH) where only a stable fixed point exists (cf. Fig. 8.5).

8.3.2. Slow-fast analysis of the phase flow on the torus

Figure 8.8 shows the same projections of the phase flow on the torus as Figs. 8.6(a,c), but this time the bifurcation diagrams of the fast subsystem (8.1) are superimposed. The arrows indicate the direction of the flow on the torus while SNP₁ and SH₁ mark the locations where a saddle-node bifurcation of periodic orbits and a subcritical Hopf bifurcation occur in the fast subsystem. Thus, the bifurcation scenario in the fast subsystem is similar to that shown in Fig. 8.1 where we have analyzed the bursting oscillations at $k_0 = 2.8$.

Notice how the flow closely follows the quasi-stationary states of the fast subsystem. For example, at $k_0 = 1.65189$, the trajectory (blue line) basically sweeps back and forth the saddle-node bifurcation point SNP₁ while it performs large amplitude oscillations in the vicinity of the cylinder-like manifold (bold black line), thereby creating quasi-periodic behavior (Fig. 8.8a). As long as the amplitude of the oscillations along the ‘inner part’ of the cylinder-like manifold is sufficiently large, the trajectory does not ‘feel’ the attractive line-like quasi-stationary manifold (thin black line) and therefore, remains in the neighborhood of the cylinder-like manifold.

However, as the flow rate $k_0$ is decreased, the flow on the torus changes (Fig. 8.8b): As soon as the saddle-node point SNP₁ is passed to the left, the trajectory is attracted by the line-like quasi-stationary manifold. Thus, it is the saddle-node point that causes the trajectory to change its direction. Then the orbit returns to the saddle point S along the stable manifold of S which, apparently, is confined to a neighborhood of the line-like quasi-stationary manifold. Subsequently, the trajectory moves along the 2-dimensional unstable manifold of the saddle point S to approach the cylinder-like manifold where it performs large amplitude oscillations while slowly moving to the left until the saddle-node point SNP₁ is passed again and the next revolution begins.

The results shown in Fig. 8.8 suggest that the quasi-periodic behavior in the hemin system is caused by the particular constellation of the saddle-node (SNP₁) and the subcritical Hopf bifurcation (SH₁) occurring in the fast subsystem (8.1). Indeed, the two-parameter bifurcation diagram Fig. 8.3 shows that the fast subsystem is close to a Bautin bifurcation (cf. Appendix A.4) in Fig. 8.8. Since the curve of subcritical Hopf bifurcations SH₁ always remains in the neighborhood of the curve of saddle-node bifurcations SNP₁, the two bifurcations always occur in the same region of phase space and thus, they may potentially trap a trajectory in the quasi-periodic way as described above for Fig. 8.8.
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\[ k_0 = 3.6 \]
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Figure 8.4.: Transition in the bursting behavior from subHopf/fold-cycle at \( k_0 = 3.6 \) (a,b) to fold/subHopf type at \( k_0 = 3.8 \) (c,d). (a),(c) show codimension one bifurcation diagrams of the fast subsystem together with trajectories (blue lines) calculated for \( k_8 = 2.5 \) while (b),(d) depict the corresponding time series. As the flow rate \( k_0 \) increases, the invariant cylinder-like manifold (formed by stable limit cycles of the fast subsystem) is destroyed as the location of the saddle-node bifurcation \( SN_1 \) approaches the unstable limit cycle that is created in the subcritical Hopf bifurcation \( SH_1 \) (a,c). Henceforth, the fast subsystem is bistable (c) and only relaxational oscillations are observed (d). Symbols denote: \( SH_1 \) - subcritical Hopf bifurcation, \( SNP_1 \) - saddle-node bifurcation of periodic orbits, \( SN_1 \) - saddle-node bifurcation of fixed points, \( SHC \) - saddle homoclinic orbit, \( SNHC \) - saddle-node homoclinic orbit. Solid and dashed bold lines denote maxima and minima of a stable (black) and an unstable (red) limit cycle while solid and dashed thin lines denote stable (black) and unstable (red) fixed points of the fast subsystem, respectively.
Figure 8.5.: Inset of Fig. 4.2: A torus solution bifurcates at $k_0 = 1.6519$ from the Neimark-Sacker Point NS (black square) towards lower values of $k_0$. It exists in a narrow interval up to the subcritical Hopf bifurcation SH at $k_0 = 1.6461$. Other symbols denote: SNP (open triangle) - saddle-node bifurcation of periodic orbits, solid line - stable fixed point, dashed line - saddle point, open/black circle - unstable/stable limit cycle.
Figure 8.6.: Deformation of the 2-torus as the flow rate $k_0$ is decreased: (a),(b) represent projections onto the $p$-$y$ plane while (c),(d) depict the corresponding time series. Close to the Neimark-Sacker point $NS$ in Fig. 8.5, the torus looks smooth (a). At a slightly decreased value of the flow rate, the ‘inner part’ of the torus rapidly shrinks to a line-like manifold along which the trajectory approaches the stable manifold of the saddle point $S$ (b).

Figure 8.7.: Flow on a 2-torus with different ratios of angular velocities:
$\omega_L > \omega_S$ (‘unusual’) (a) and $\omega_L < \omega_S$ (‘usual’) (b).
Figure 8.8.: Slow-fast analysis of the phase flow on the 2-torus close to the Neimark-Sacker bifurcation (a) and slightly below (b) (see text for details). The trajectories (blue) are superimposed on bifurcation diagrams of the fast subsystem (8.1). Invariant sets of the fast subsystem: Stable/unstable limit cycles are displayed in bold black/red lines while stable/unstable stationary states are drawn as thin black/red lines.
9. Summary and Discussion

In the second Part of the thesis, we have studied the bursting or mixed-mode oscillations in the 3-dimensional hemin system (6.4) where we have been particularly interested in the elucidation of the mechanism generating the bursting oscillations.

In Chapter 6, we showed that the bursting oscillations in the hemin system arise subsequent to the formation of a chaotic attractor that follows a period doubling cascade. This suggests that the bursting oscillations are not associated with phase-locked states on a 2-torus which is stable in another region of the parameter space. Instead, the MMOs come in periodic-chaotic sequences with different levels of organization. At the top level, the periodic windows are labeled by the number $L$ of large amplitude oscillations which at the same time correspond to the levels of a Farey tree. Within each periodic window of fixed $L$, we observed pruned Farey sequences of $L^S$ states with a different number $S$ of small amplitude oscillations. Transitions between adjacent states $L^S$ and $L^{S+1}$ again occur via narrow chaotic windows where periodic concatenated states of the form $L^S L^{S+1}$ are embedded. Similar bifurcation sequences were also observed by Hauser and Olsen [13] in the PO system and Koper [28] in a three variable model system.

The observation that mixed-mode states $L^S$ of a gradually decreasing number $L$ of large amplitude oscillations alternate with narrow chaotic windows together with the fact that a chaotic attractor was formed prior to the emergence of the first bursting state, suggests that the bursting oscillations might actually be embedded in a chaotic attractor similar to a scenario reported by Goryachev et. al. [31]. In this article it is argued that the mixed-mode states are embedded in a horseshoe-type attractor. The bifurcations of the MMOs are described on the basis of a detailed investigation of a suitable Poincaré map from which the transformation of the system’s slow manifold into a horseshoe-type attractor could be derived as parameters are varied. During the transformation process, Poincaré maps are observed that are very similar to the one we calculated in Fig. 6.1c subsequent to the period doubling bifurcation. In particular, Goryachev et. al. also observe a tent map with almost cuspoid tip (cf. Fig. 5e in [31]).

For the hemin system, however, it remains an open task to find a Poincaré section that is well-defined for the whole parameter range of $k_0$ values, where the bursting oscillations are stable, which would facilitate to establish a closer link of the bursting dynamics in the hemin system to the mechanism proposed in [31].

In Chapter 7 we introduced the basics underlying a slow-fast analysis due to Rinzel and Ermentrout [23], and illustrated the slow-fast structure of the hemin system using the cartoon in Fig. 7.1. In addition, we mentioned a classification scheme for bursting mechanisms that has been elaborated by Izhikevich [24]. In this scheme, the bursting behavior is classified by the type of bifurcations that occur in the fast subsystem and lead to the bursting behavior.
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In Chapter 8, we decomposed the 3-dimensional ODE system (6.4) according to its slow-fast structure into the fast subsystem (8.1) and the slow dynamics for the quasi-static bifurcation parameter $p$ (eq. 8.2). In the following, we analyzed the bifurcations occurring in the fast subsystem (8.1) in dependence on the slow variable $p$. In general, from such an analysis one can deduce the existence of quasi-stationary manifolds in phase space to whose neighborhood the trajectories of the ODE system (6.4) are confined and thus, one may arrive at a geometrical comprehension of the phase flow.

In a first step, we analyzed the slow-fast structure of the hemin system at a fixed value of the flow rate $k_0$. As a result, we found that certain codimension one bifurcations in the fast subsystem are responsible for the occurrence of bursting oscillations; in particular the constellation of the saddle-node bifurcation of periodic orbits $\text{SNP}_1$ and the subcritical Hopf bifurcation $\text{SH}_1$ turned out to be essential for the generation of the bursting oscillations (cf. Fig. 8.1). Accordingly, the bursting mechanism is of subHopf/fold-cycle type at the chosen parameter value for the flow rate and thus, it can be arranged into the classification scheme proposed by Izhikevich [24].

In a second step, we investigated how the stationary and oscillatory states of the fast subsystem change under variation of the flow rate $k_0$. To this purpose, we performed a systematic two-parameter continuation of the fast subsystem using the slow variable $p$ and the flow rate $k_0$ as parameters. From the resulting bifurcation diagram (Fig. 8.3), we identified a transition in the bursting behavior of the hemin system by which it becomes a fold/subHopf burster due to a change in the nature of the homoclinic orbit in the fast subsystem (Figs. 8.4(a,c)). At $k_0 = 3.6$ (Fig. 8.4a), the fast subsystem has an orbit that is homoclinic to the nonhyperbolic equilibrium at $p \sim 2.7$. In contrast, at $k_0 = 3.8$ (Fig. 8.4c), the saddle-node homoclinic orbit SNHC has turned into the saddle homoclinic orbit SHC which involves a hyperbolic equilibrium at $p \sim 2.2$.

The observation of a transition in the bursting behavior of the hemin system is a novel result at least from a theoretical point of view, since the slow-fast structure in other systems is, to our knowledge, mostly investigated at a particular parameter set in order to determine the type of bursting behavior according to the classification scheme of Izhikevich. However, such an approach prevents the detection of a transition in the bursting behavior although such a transition can be of physiological relevance.

Finally, we found that the same constellation of codimension one bifurcations of the fast subsystem ($\text{SNP}_1$ in conjunction with $\text{SH}_1$), that was already identified to allow for bursting oscillations, may equally account for quasi-periodic behavior in the hemin system, although in a different region of the parameter space. A detailed investigation of the phase flow on the 2-torus close to the Neimark-Sacker bifurcation in Fig. 8.5 revealed that the quasi-periodic behavior is due to the coupling of an oscillator in the fast subsystem (8.1) (which is represented by the stable limit cycle solution) with the $p$ variable, but on a slow time scale. Indeed, a similar line of argument has been used by Koper [28] to explain the origin of quasi-periodicity in a different system although a slow-fast analysis has not been performed to support this statement. However, since tori with a phase flow similar to the one in Fig. 8.6 have been observed in several chemical systems [25, 26, 28], it is very likely that they share a common dynamical origin that can be analyzed by a suitable slow-fast analysis.
Part III.

Appendix
A. Dynamical Systems and Bifurcation Theory in a Nutshell

It is the aim of the present Chapter to provide the basic ideas and concepts underlying dynamical systems and bifurcation theory as they are necessary to understand the results in part I and II of this work. Therefore, it should be used as a reference. For convenience, the presentation will mostly be kept on an informal level.

We begin in Section A.1 with a brief introduction to the theory of finite dimensional dynamical systems where the basic notions and theorems are reviewed. In particular, the Hartman-Grobman and the stable manifold theorem will be presented as the basis for the local analysis of the nonlinear flow near fixed points and limit cycles.

Section A.2 is devoted to the foundations of bifurcation theory. Here we introduce the important notion of topological equivalence which defines an equivalence relation in the space of dynamical systems and thus allows to compare the dynamical properties of two such systems. In addition, the center manifold theorem, parameter dependent dynamical systems and normal forms are discussed.

In Section A.3, we review the generic local bifurcations of fixed points and limit cycles, that can be observed as one parameter of a system is continously varied. Section A.4 describes some of the generic local two-parameter bifurcations of fixed points that are frequently encountered in this work. We conclude this Chapter with Section A.5 where we briefly introduce two global bifurcations that involve a homoclinic orbit to a hyperbolic and a nonhyperbolic equilibrium, respectively.

Our presentation mainly follows the books of Guckenheimer & Holmes [9], Kuznetsov [76] and Jetschke [77] without particular reference.

A.1. Dynamical systems

A (finite dimensional) dynamical system consists of a (finite dimensional) state space $X$ and a one-parameter group of transformations $(\varphi_t)_t$ on $X$ where we have $t \in \mathbb{R}$ for continuos-time and $t \in \mathbb{Z}$ for discrete-time systems. For each $t$, the so-called flow map

$$\varphi_t : \quad X \to X$$

$$x \mapsto \varphi_t(x),$$

is a diffeomorphism of the state space $X$ transforming any initial state $x$ into a final state $\varphi_t(x) = \varphi(t, x)$ (cf. Fig. A.1a).

On the other hand, if we fix some initial point $x_0 \in X$ then the map

$$\varphi(\cdot, x_0) : \mathbb{R} \to X$$

(A.2)
describes a curve in $X$. The image $\varphi(t, x_0)$ of the map in (A.2) is called orbit, solution curve or trajectory of the flow $\varphi_t$ through the point $x_0$ (Fig. A.1b). The flow satisfies the group properties:

$$\varphi_0 = \text{id}_X$$
$$\varphi_t \circ \varphi_s = \varphi_{t+s} = \varphi_s \circ \varphi_t,$$

i.e. it yields an abelian action (in the group theoretical sense) $\varphi_t : \mathbb{R}(\mathbb{Z}) \times X \to X$ of the real (integer) numbers on the phase space $X$ defined by $(t, x) \mapsto \varphi_t(x)$.

In the following, we shall consider dynamical systems whose flow arises from a vector field in the sense that the flow satisfies for all $x \in M \subseteq \mathbb{R}^n$ and all $s$ out of an interval $I = (a, b) \subseteq \mathbb{R}$:

$$\frac{d}{dt}\varphi(t, x)|_{t=s} = f(\varphi(s, x)) \quad (A.3)$$

where it is sufficient to think of a vector field as a map $f : M \subset \mathbb{R}^n \to \mathbb{R}^n$. If we use the $n$-dimensional Euclidean space $\mathbb{R}^n$ equipped with coordinates $x = (x_1, \ldots, x_n)$ as the state space $X$ and fix an initial condition $\varphi(t, x_0)|_{t=0} = x(t, x_0)|_{t=0} = x_0$, then (A.3) becomes a system of ordinary differential equations (ODE system):

$$\frac{d}{dt} x_i \equiv \dot{x}_i = f_i(x_1, \ldots, x_n), \quad x_i(0) = x_0(i), \quad i = 1, \ldots, n$$

or in short vector notation

$$\dot{x} = f(x), \quad x(0) = x_0. \quad (A.4)$$

The (local) existence and uniqueness of a solution curve $\varphi(\cdot, x_0) \equiv x(\cdot, x_0) : (a, b) \to M$ of the ODE system (A.4) is guaranteed provided $f$ is, for example, $C^1$, i.e. once
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differentiable and the derivative is continuous. However, exact solutions of the ODE system (A.4) can be found only if the components of the vector field are linear functions or \( f \) has certain continuous symmetries, i.e. it is equivariant with respect to a Lie group of transformations [78, 79]. Thus, the natural question arises: What can be said about the typical behavior of trajectories in the absence of such symmetries?

A.1.1. The geometrical approach

In the qualitative theory of dynamical systems, a geometrical viewpoint is adopted where the properties of a dynamical system as a whole are more important than the fate of an individual trajectory. In particular, invariant manifolds are of paramount interest since they allow to classify the different types of long-time behavior that can be found in a dynamical system.

In the simplest case, a trajectory settles down to a stationary state which is associated with a singular point of the vector field \( f \), i.e. it is a solution of the equation \( f(x) = 0 \). If the flow map satisfies \( \varphi_{t+T}(x) = \varphi_t(x) \) for some \( T \geq 0 \) and for all \( t \geq 0 \) and all \( x \) belonging to an orbit \( C \), this orbit is called a limit cycle and corresponds to a periodic solution of the ODE system (A.4) with period \( T \). These are the most simple examples of so-called invariant sets which represent the potential long-time behavior of a dynamical system. Thus, a good strategy for the investigation of any nonlinear dynamical system is to locate its invariant sets beginning with the fixed points and study subsequently the behavior of trajectories in the neighborhood of the invariant sets.

This approach is facilitated by the Hartman-Grobman and the stable manifold theorem for fixed points both of which come in two versions: one for continuous-time and one for discrete-time systems, i.e. iterated maps. They allow for a local reconstruction of the phase portrait (i.e. the collection of all orbits) near fixed points and limit cycles. In the case of a 2-dimensional system, the knowledge about the local behavior is often sufficient to reconstruct the global phase flow due to the topological restrictions in 2-dimensional space. In fact, fixed points and limit cycles are the only (generic) invariant sets for 2-dimensional continuous-time flows. To the contrary, in higher dimensional (continuous-time) systems, the long-time behavior of trajectories may become more complex and one usually relies on numerical simulations to obtain some global information about the corresponding phase flow. We remark that for discrete-time dynamical systems, there are no such topological restrictions and even 1-dimensional dynamical systems may become arbitrarily complex.

A.1.2. Invariant sets, attractors, etc.

Before the main ideas of the Hartman-Grobman and the stable manifold theorem are discussed, we give some definitions of special sets in phase space that are relevant for the discussion of limiting behavior.

A subset \( S \subset \mathbb{R}^n \) is called invariant with respect to the flow \( \varphi_t \) if \( x \in S \) implies \( \varphi_t(x) \in S \) for all \( t \). Fixed points and limit cycles are simple examples of invariant sets. A closed invariant set \( A \subset \mathbb{R}^n \) is called attracting if trajectories being in some
neighborhood $U$ of $A$ at $t = 0$, remain there for $t \geq 0$ and approach the attracting set in the limit $t \to \infty$. The domain of attraction of the set $A$ consists of all orbits reaching the neighborhood $U$ of $A$ in finite time, i.e. $\cup_{t \leq 0} \varphi(t)(U)$.

An attractor is an attracting set containing a dense orbit. This requirement ensures that a typical trajectory belonging to the attractor comes arbitrary close to every point of the attractor. Fixed points and limit cycles show rather simple limiting behavior in the case that they are attracting. However, in higher dimensional systems ($n \geq 3$), one may also find bounded regions in phase space containing complicately folded attracting sets that exhibit a ‘strange’ limiting behavior in the sense that nearby trajectories belonging to the attractor deviate (locally) exponentially fast from each other. The term ‘locally’ is important here since the attractor resides in a bounded region in phase space and therefore, two locally diverging trajectories may again come close together after some time. The ‘strong dependence on the initial conditions’ is a hallmark of chaotic behavior which basically prevents any long-time forecasts in real world chaotic systems where initial conditions are only known with finite accuracy. On the other hand, it is usually very difficult to ‘prove’ the existence of a chaotic attractor in a given dynamical system, in particular the existence of a dense orbit.

### A.1.3. Hartman-Grobman and stable manifold theorem

In order to state the Hartman-Grobman Theorem, we assume that at least one solution $x^0$ of the fixed point equation

$$f(x) = 0$$

has been found. Note that even this task is basically impossible for higher dimensional systems since (A.5) is a coupled nonlinear algebraic equation system.

Next, we study the temporal evolution of small deviations from the fixed point and set $x(t) = x^0 + \xi(t)$. If the deviations $|\xi|$ are sufficiently small, one may linearize the ODE system (A.4) for the nonlinear flow around the fixed point $x^0$ by truncating the higher order terms in $|\xi|$. As a result, the linear ODE system

$$\dot{\xi} = f_x(x^0)\xi, \quad \xi \in \mathbb{R}^n$$

is obtained which describes the temporal evolution of small deviations from the fixed point.

The flow map $\varphi^L_t$ of the linearized equation (A.6) can be explicitly constructed in terms of the eigenvalues and the (generalized) eigenvectors of the (constant) Jacobian matrix $f_x(x^0)$ whose entries are the first partial derivatives of the vector field evaluated at the fixed point, i.e. $(f_x(x^0))_{ij} = \frac{\partial f_j}{\partial x_i}|_{x=x^0}$. A formal solution is just given by the matrix exponential $\varphi^L_t = \exp(tf_x(x^0))$ which is a one-parameter group of transformations mapping any initial state $\xi_0$ to the final state $\xi(t, \xi_0) = \varphi^L_t \xi_0$. Thus, the linearized flow is globally defined for all $\xi \in \mathbb{R}^n$ and all $t \in \mathbb{R}$ which is not necessarily the case for the flow of the nonlinear ODE system (A.4) whose existence is only guaranteed locally and usually depends on the initial condition. The standard example is provided by the
solution \( x(t) = x_0/(1 - tx_0) \) of the ODE \( \dot{x} = x^2 \) with initial condition \( x(0) = x_0 \) whose positive time solutions are only defined up to time \( t = 1/x_0 \).

The question is now: What information about the local behavior of trajectories of the nonlinear flow close to the fixed point \( x^0 \) can be obtained from the linearized equations (A.6)?

The answer is given by the Hartman-Grobman theorem which asserts that it is sufficient to study the linearized flow near the fixed point provided the Jacobian matrix \( f_x(x^0) \) has no eigenvalues with zero real part there, i.e., \( x^0 \) is a hyperbolic fixed point. In this case, one can show that there is a continuous change of coordinates taking the orbits of the nonlinear flow to that of the linearized one while the sense of the orbits is preserved. This property states that the nonlinear and the linear flow are topologically equivalent; a notion that we shall return to in the next Section when bifurcation theory will be discussed. Topological equivalence is of paramount importance in the classification of dynamical systems since it is used to define its ‘generic’ properties.

The explicit solution of the linearized ODE system A.6 can be used to classify the type of fixed point according to the eigenvalue spectrum of the Jacobian matrix. If all eigenvalues have a negative real part, the fixed point is asymptotically stable, i.e., all sufficiently small perturbations decay in time and asymptotically approach the stationary state which, in this case, is called a sink. If the Jacobian matrix possesses at least one eigenvalue with positive real part, it is called a saddle which is unstable. In the case that all eigenvalues have a positive real part, the fixed point is called a source. This means that trajectories which start in the neighborhood of the source will diverge from it exponentially fast. Note, however, that the linear stability analysis does not answer questions of the type: What happens to the trajectory if it escaped the neighborhood of a saddle point or a source. In order to answer such questions, one has to include sufficient higher order terms in the Taylor expansion of the vector field in (A.6).

We now turn to the stable manifold theorem. Let \( \lambda_1, \ldots, \lambda_s, \lambda_{s+1}, \ldots, \lambda_n \) be the eigenvalues with negative and positive real part, respectively, and denote by \( E^s = \text{span}\{v_1, \ldots, v_s\} \) and \( E^u = \text{span}\{v_{s+1}, \ldots, v_n\} \) the stable and unstable eigenspaces that are spanned by the corresponding eigenvectors. The linear spaces \( E^s \) and \( E^u \) are subspaces of \( \mathbb{R}^n \) which are invariant under the linearized flow \( \varphi_t^L \). Moreover, according to the stable manifold theorem, there exist local stable and unstable manifolds \( W^{s}_{loc}, W^{u}_{loc} \) in a neighborhood \( U(x^0) \) of the fixed point which are locally invariant under the nonlinear flow map \( \varphi_t \). One can think of these manifolds as the nonlinear extensions of the linear stable and unstable subspaces \( E^s \) and \( E^u \), to which they are tangent at \( x^0 \) (Fig. A.2).

Using the nonlinear flow map, the local invariant manifolds are defined as:

\[
W^{s}_{loc}(x^0) = \{ x \in U(x^0) | \varphi_t(x) \in U(x^0) \ \forall t \geq 0, \varphi_t(x) \to x^0 \text{ as } t \to \infty \}\]

\[
W^{u}_{loc}(x^0) = \{ x \in U(x^0) | \varphi_t(x) \in U(x^0) \ \forall t \leq 0, \varphi_t(x) \to x^0 \text{ as } t \to -\infty \}\].

(A.7)

Thus, the local stable (unstable) manifold consists of all trajectories that, once belonging to the neighborhood \( U(x^0) \) of the fixed point, remain there for all future (past) time and approach it as time tends to infinity (minus infinity).
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![Diagram showing stable (bold, black) and unstable manifolds (red) for a two-dimensional ODE system with fixed point \((x^0, y^0) = (0, 0)\).]

Figure A.2: Stable (bold, black) and unstable manifolds (red) for a two-dimensional ODE system with fixed point \((x^0, y^0) = (0, 0)\).
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By applying the nonlinear flow map backward (forward) in time to the local stable (unstable) manifold, one may define global stable and unstable manifolds (formally) as:

$$W^s(x^0) = \bigcup_{t \leq 0} \varphi_t(W^s_{loc}(x^0)), \quad W^u(x^0) = \bigcup_{t \geq 0} \varphi_t(W^u_{loc}(x^0)).$$

(A.8)

Accordingly, the global stable (unstable) manifold consists of all points which (whose preimages) are mapped under the action of the nonlinear flow map to the local stable (unstable) manifold in finite time and thus, approach the fixed point as time tends to infinity (minus infinity). While the local manifolds can often be approximated by Taylor series, their global extensions can be computed explicitly only for very simple cases. However, the knowledge about their existence can facilitate the interpretation of numerical simulations.

A.1.4. Periodic orbits and Poincaré maps

Having analyzed the local phase flow near the singular points of the vector field $f$, the next step could be to find periodic solutions of the ODE system (A.4) and study the phase flow near those solutions. In the case of a continuous-time system, a periodic orbit is a closed invariant curve $C$ composed of points $x \in C$ all of which satisfy $\varphi_{t+T}(x) = \varphi_t(x)$ for some $T \geq 0$ and for all $t \geq 0$. The minimal $T$ satisfying this condition is called the period of the orbit. As this definition shows, one actually needs an explicit representation of the nonlinear flow map in order to verify the periodicity condition. Thus, periodic solutions can, in general, be found only by numerical methods such as the continuation schemes discussed in Section B.1.

Nevertheless, much information of the local phase flow near a periodic orbit can be gained by a similar analysis to that of fixed points in Section A.1.3. To this purpose, one introduces the geometrical concept of a first return or Poincaré map (Fig.A.3) by taking a $n-1$ dimensional local cross section $\Sigma \subset \mathbb{R}^n$ such that the periodic orbit as well as all nearby solution curves pierce the cross section transversally, i.e. the Euclidean scalar product $(\nu(x), f(x)) \neq 0$ between the vector field $f$ and the unit normal vector field $\nu$ of the cross section vanishes nowhere on $\Sigma$. Denote the (unique) intersection point of the periodic orbit $C$ with $\Sigma$ by $p$. Then any point $q \in U(p) \subset \Sigma$ out of a sufficiently small neighborhood $U(p)$ will be mapped by the nonlinear flow map to another point $P(q) = \varphi_{\tau(q)}(q) \in \Sigma$ of the cross section where the first return time $\tau = \tau(q)$, in general, depends on the point $q$.

By this geometrical construction, the analysis of the local $n$-dimensional flow near the periodic orbit is effectively reduced to that of the $n-1$ dimensional Poincaré map $P : U \to \Sigma$ which is accessible by the Hartman-Grobman and the stable manifold theorem for fixed points of iterated maps. In fact, the periodic orbit $C$ will always intersect $\Sigma$ at the same point $p$ which therefore is a fixed point of the Poincaré map. Furthermore, solution curves starting sufficiently close to $p$ will produce a sequence of points in $\Sigma$ which corresponds to an orbit under the iterated application of the Poincaré map.

The Hartman-Grobman Theorem asserts that if the linearized Poincaré map $P_q(q)|_{q=p}$ has no eigenvalues of unit modulus, the stability of the fixed point $p$ and that of the cor-
responding periodic orbit $C$ is completely determined by the eigenvalues of the linearized Poincaré map. This is the equivalent condition for fixed points of iterated maps to be hyperbolic. The eigenvalues of an iterated map are also called multipliers. In the case that the $n - 1$ multipliers are all of modulus less than one, $p$ and $C$ are asymptotically stable, otherwise $p$ and $C$ are unstable. Periodic solutions with at least one unstable direction are called saddle-cycles.

Finally, the stable manifold theorem guarantees the existence of local stable and unstable manifolds $W_{loc}^s(p)$ and $W_{loc}^u(p)$ which are tangent to the corresponding linear eigenspaces $E^s(p)$ and $E^u(p)$ of the linearized Poincaré map at $p$. These manifolds are composed of trajectories that remain in a neighborhood of the periodic orbit while they produce a sequence of intersection points on $\Sigma$ which, in the case of solutions starting in $W_{loc}^s(p)$, converge to $p$ as the number of iterations tends to infinity.

### A.2. Bifurcation theory

Bifurcation Theory is concerned with ‘generic’ properties of dynamical systems. While the qualitative theory of dynamical systems allows to characterize a particular system according to the local stability of its invariant sets, bifurcation theory deals with the problem whether the properties of a particular system persist under small perturbations in which case the system is called structurally stable. This issue is of high practical relevance since experimental systems are always subject to ‘external’ noise exerted by the environment which results in small random perturbations to the system under inves-
tigation. Thus, one can observe only those features of a system which are not affected by these perturbations, i.e. its generic features.

In order to tackle the problem of structural stability, one has to compare two dynamical systems and therefore one needs some notion of 'closeness' and the allowed class of 'small perturbations'. These ideas are made precise when we regard two $n$-dimensional vector fields $f$ and $g$ as close (more precisely as $\varepsilon - C^1$ close) if for all $x \in K \subset \mathbb{R}^n$ out of some bounded region in phase space, $\| f - g \| < \varepsilon$ and $\| f_x - g_x \| < \varepsilon$ hold, where $\| \cdot \|$ denotes any convenient norm in $\mathbb{R}^n$, $\mathbb{R}^{n^2}$ respectively. In addition, two $n$-dimensional ODE systems

$$\dot{x} = f(x), \quad \dot{x} = g(x)$$

are said to be topologically equivalent if there is a continuous change of coordinates $h$ such that

$$h(\varphi_{t_f}^f(x)) = \varphi_{t_g}^g(h(x)),$$

i.e. orbits of the flow $\varphi_{t_f}^f$ associated with $f$ are continuously deformed into the corresponding orbits of $\varphi_{t_g}^g$.

Equipped with these definitions, we can now define a nonlinear ODE system $\dot{x} = f(x)$ to be structurally stable if all sufficiently $\varepsilon - C^1$ close systems $\dot{x} = g(x)$ are topologically equivalent to $\dot{x} = f(x)$. In particular, the number and stability type of invariant sets of the flow $\varphi_{t_f}^f$ are retained under small perturbations which implies that the phase portraits of topologically equivalent systems 'look qualitatively the same'.

So far we have always assumed that the Jacobian matrix at a fixed point has no eigenvalue with zero real part in which case small perturbations to the system will produce topologically equivalent phase portraits. However, since the eigenvalues of the Jacobian matrix depend continuously on the system parameters, it may happen that one of the eigenvalues crosses the imaginary axis as a parameter is varied. In this case, one can expect topologically non-equivalent phase portraits for nearby parameter values.

As an example, consider the linear two-dimensional ODE system:

$$\begin{align*}
\dot{x}_1 &= a_{11}x_1 + a_{12}x_2 \\
\dot{x}_2 &= a_{21}x_1 + a_{22}x_2
\end{align*} \quad (A.9)$$

which depends on four parameters given by the entries of the $2 \times 2$ matrix $A = (a_{ij})$. The eigenvalues of this matrix are given by the roots of the characteristic polynomial:

$$\lambda^2 + \lambda \text{tr} A + \det A = 0$$

where $\text{tr} A = a_{11} + a_{22}$ and $\det A = a_{11}a_{22} - a_{12}a_{21}$. The qualitative behavior of trajectories near the only fixed point $(0, 0)$ is summarized in (Fig. A.4). Along the parabola $(\text{tr} A)^2 = 4\det A$ (bold black line), the eigenvalues change from real to complex while the topological nature of the fixed point is not altered, i.e. a sink remains a sink, whether solutions approach it in straight lines or in spirals.

The important point to note is that in the space of linear systems of the form (A.9), the stability type of the fixed point is completely determined by the two quantities $\det A$.
and $\text{tr} A$ as long as the system is not located on the positive $\text{det} A$-axis or the $\text{tr} A$-axis (bold red line) where the system becomes structurally unstable due to the emergence of eigenvalues with zero real part. A point in the $\text{det} A$-$\text{tr} A$-plane where the ODE system is structurally unstable is called a bifurcation point and the crossing of one of the two axis is accompanied by a qualitative change of the local phase portrait near the fixed point for nearby parameter values. For example, when the positive $\text{det} A$-axis is crossed from below, the sink turns into a source. However, the two lines along which a bifurcation occurs, constitute a set of (Lebesque) measure zero in the $\text{det} A$-$\text{tr} A$-plane. Thus, if one generates a two-dimensional linear system by chance, it is almost surely structurally stable which, therefore, is a generic property of such a system. We remark that the same argumentation naturally extends to higher dimensional linear systems.

To the contrary, Smale [80, 81] has shwon that structural stability is no generic property for higher dimensional nonlinear systems (i.e. for $n \geq 3$) and much of the complexity in such systems arises from the nontrivial global behavior of the associated nonlinear
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Figure A.5.: Homoclinic orbits in \( \mathbb{R}^2 \) (a) and \( \mathbb{R}^3 \) (b).

phase flows. Of particular interest are the so-called homoclinic orbits (Fig. A.5) where the unstable and the stable manifold of a fixed point bend in such a way that they intersect along the homoclinic orbit, i.e. an orbit \( \Gamma \) starting at \( x \in \mathbb{R}^n \) is called homoclinic to a fixed point \( x^0 \) of the ODE system (A.4) if \( \varphi_t x \to x^0 \) as \( t \to \pm \infty \) which implies that \( \Gamma \subset W^s(x^0) \cap W^u(x^0) \). In the case that \( x^0 \) is a hyperbolic fixed point, one can show that a homoclinic orbit to such a point is structurally unstable, so that one can expect qualitatively different behavior for slightly perturbed systems (cf. Sec. A.5).

A.2.1. Center manifold theorem

We now consider the case that the ODE system (A.4) has a nonhyperbolic equilibrium point \( x_0 \) in which case the Hartman-Grobman and the stable manifold theorems are supplemented by the center manifold theorem. Therefore, we assume that the Jacobian matrix \( f_x(x^0) \) has among \( n_+ \) and \( n_- \) eigenvalues with positive and negative real parts, respectively, also \( n_0 \) eigenvalues with vanishing real part. The center manifold theorem asserts the existence of a local \( n_0 \)-dimensional manifold \( W^c_{loc}(x^0) \) that is tangent to the linear eigenspace \( E^c(x^0) \) at \( x^0 \) and locally invariant under the nonlinear flow. \( W^c_{loc}(x^0) \) is called the center manifold and \( E^c(x^0) \) is spanned by the (generalized) eigenvectors associated to the \( n_0 \) eigenvalues with zero real part.

The importance of the center manifold results from the fact that it contains the essential dynamics of an ODE system near an equilibrium point no matter what the dimension of the system is. This is a remarkable fact since, as we will later show, the reduced flow on the center manifold for one-parameter families of dynamical systems is generically of dimension one or two.

In order to clarify the ideas involved in the center manifold theorem, let us assume that the original ODE system \( \dot{x} = f(x) \) with \( x \in \mathbb{R}^n \) has been transformed into an
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eigenbasis of the Jacobian matrix $f_x(0)$

\[
\begin{align*}
\dot{u} &= Bu + g(u,v) \\
\dot{v} &= Cv + h(u,v)
\end{align*}
\]

(A.10)

where we assumed without loss of generality that the fixed point has been translated to
the origin $x^0 = 0$ and $u \in \mathbb{R}^{n_u}$, $v \in \mathbb{R}^{n_+ + n_-}$, $n = n_+ + n_- + n_0$. The eigenvalues of the
$n_0 \times n_0$ matrix $B$ have all zero real parts while those of the $(n_+ + n_-) \times (n_+ + n_-)$ matrix
$C$ are all different from zero. The nonlinear functions $g$ and $h$ have Taylor expansions
starting with at least quadratic terms. The center manifold can be locally represented
as a graph of a smooth function:

\[
W^c = \{(u,v)| v = V(u), V(0) = 0, V'(0) = 0\}
\]

(A.11)

with $V : U(0) \subset \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_+ + n_-}$.

One of the most important results of the center manifold theorem is the so-called
Reduction Principle which says that the flow of the $n$-dimensional ODE system (A.10)
is topologically equivalent near the origin to the ODE system

\[
\begin{align*}
\dot{u} &= Bu + g(u,V(u)) \\
\dot{v} &= Cv
\end{align*}
\]

(A.12)

where the first equation is the restriction of (A.10) to the center manifold (eq. A.11). It
describes the essential dynamics near the fixed point while the second equation in
(A.12) contains the trivial dynamics since it describes exponentially growing or decaying
solutions. However, in practical applications it is desirable to have $n_+ = 0$ in which
case the center manifold is locally attracting and truly describes the long-time behavior
of solution curves in its neighborhood. Finally, we remark that by differentiating the
defining equation for the center manifold $v = V(u)$ with respect to time, one can derive
the (partial) differential equation

\[
CV(u) + h(u,V(u)) = V'(u)\left(Bu + g(u,V(u))\right)
\]

from which one may obtain an approximation to the center manifold in terms of a power
series expansion.

A.2.2. Parameter dependent systems and normal forms

In the last Subsection, we argued that if a $n$-dimensional ODE system has a nonhyper-
bolic fixed point it is sufficient to study the restriction of the $n$-dimensional flow to the
center manifold of the nonhyperbolic fixed point in order to determine its stability type.
In the following, we consider parameter dependent systems which are naturally used to
model experimental situations since the system of interest is usually embedded in some
form of environment or subjected to external driving forces. It is clear that hyperbolic
fixed points, though they remain hyperbolic under sufficiently small perturbations, may
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become nonhyperbolic as parameters in the system are varied; for example, consider a path in the $trA$-det-$A$-plane of Fig. A.4 which crosses the $trA$-axis.

To this purpose, we describe how the analysis of the previous Subsection can be extended to parameter dependent families of ODE systems

$$\dot{x} = f(x, \alpha), \quad (x, \alpha) \in \mathbb{R}^n \times \mathbb{R}^k$$

(A.13)

where we added a trivial dynamics for the parameters $\alpha$ to make the center manifold theorem applicable to such systems.

Assume that the parameter dependent ODE system (A.13) has at $\alpha = 0$ a nonhyperbolic fixed point at $x^0 = 0$ with $n_0$ eigenvalues having zero real parts. For simplicity, and because it is the most interesting case in real applications, we further assume that all other $n - n_0$ eigenvalues have a negative real part. In an appropriate eigenbasis of the Jacobian matrix $f_\alpha(0,0)$, the ODE system (A.13) reads

$$\dot{u} = B(\alpha)u + g(u, v, \alpha)$$
$$\dot{v} = D(\alpha)v + h(u, v, \alpha), \quad (u, v) \in \mathbb{R}^{n_0} \times \mathbb{R}^{n-n_0}$$
$$\dot{\alpha} = 0, \quad \alpha \in \mathbb{R}^k.$$  

(A.14)

At $(u, v, \alpha) = (0, 0, 0)$ this ODE system has a $n_0 + k$-dimensional (parameter dependent) center manifold $W^c_{loc}(0,0)$ that is tangent at the origin to $E^c(0) \times \mathbb{R}^k$. It can be represented as the graph of a function $v = V(u, \alpha)$ which may be approximated by a power series in $u$ and $\alpha$. The invariance properties of center manifolds guarantee that any bifurcating solution near $(0,0,0)$ remains in one of the center manifolds for $|\alpha|$ being sufficiently small. Thus, the local bifurcations occuring in a family of ODE systems can be studied by restricting (A.14) to the parameter dependent center manifold. As a result, one obtains the topologically equivalent ODE system

$$\dot{u} = B(\alpha)u + g(u, V(u, \alpha), \alpha)$$

(A.15)

which is now of dimension $n_0$. In one-parameter families, $n_0$ is typically 1 or 2.

After the center manifold theorem has been applied, the linear part of the ODE system (A.15) is already in a canonical form since the eigenvectors of the Jacobian matrix were used as a basis for the new coordinate system. In order to study the local bifurcations of the flow on the center manifold it is desirable to find a particular simple representative out of the class of topologically equivalent systems which is the aim of normal form theory. By successive near identity coordinate transformations, one tries to eliminate as much higher order terms in (A.15) as possible up to a particular order. This procedure guarantees that the linear part of the vector field is retained at each step, so that the resulting (nonlinear) normal form has the same linear degeneracies as the original vector field. Interestingly, it is the linear part of the vector that determines which higher order terms can be removed by a suitable change of coordinates. The nonremovable terms are called resonances.
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In a next step, one tries to show that neglecting the higher order terms beyond a particular order does not alter the topological class of the system in which case the obtained vector field is called a normal form or a universal unfolding for the considered bifurcation. However, it should be mentioned that normal form theory is far from being complete. So far, it is well developed for one- and two-parameter families of dynamical systems where many universal unfoldings are known.

In the special case that the vector field $f$ can be obtained as the gradient of a scalar function $V : \mathbb{R}^n \rightarrow \mathbb{R}$, i.e. $f(x) = \text{grad} V(x)$, all universal unfoldings for generic four-parameter families are known. They are given by Thom’s famous seven elementary ‘catastrophes’ [82].

Finally, we remark that there is a center manifold theorem for fixed points in discrete-time dynamical systems, too, which allows for a similar reduction of the flow near non-hyperbolic limit cycles that arise as fixed points of a suitable Poincarè map.

A.3. Local bifurcations in one-parameter families

We give a survey of the bifurcations of fixed points and limit cycles that generically occur in one-parameter families of continuous-time dynamical systems.

For each bifurcation, we present a relevant bifurcation diagram together with the bifurcation condition and where appropriate, mention the corresponding normal form vector field. As we have already pointed out, the normal form vector field describes the local behavior of trajectories near a nonhyperbolic fixed point in the center manifold of any generic $n$-dimensional system fulfilling the corresponding bifurcation condition. In view of (A.14), ‘local’ means here both, in a neighborhood of the fixed point in phase space as well as in a neighborhood of the critical parameter value where the bifurcation occurs in parameter space. In order to be called ‘generic’, the $n$-dimensional vector field has to satisfy certain non-degeneracy conditions, such as the nonvanishing of (higher order) derivatives with respect to phase space variables and/or parameters evaluated at the fixed point.

A general bifurcation diagram is usually composed of several bifurcations taking place in different regions of the parameter space. Thus, the generic bifurcations described in the following may be used as building blocks to understand the bifurcation diagrams shown in Part I and II of this thesis. However, it should be noted that the bifurcation diagrams presented there are not drawn with respect to canonical coordinates according to the center manifold theorem and thus, they may appear distorted.

Finally, we make two general remarks: First, we note that the number of independent conditions defining a bifurcation is called its codimension. It equals the number of parameters that can be varied independently. Second, the bifurcations described in Section A.3 and A.4 can be detected by analyzing the flow in the neighborhood of a fixed point or a limit cycle and are, therefore, called local bifurcations.
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Figure A.6.: Generic bifurcations of equilibria in one-parameter families of ODE systems: the saddle-node (a) and the Hopf bifurcation (b).

A.3.1. Bifurcations of equilibria

The setting is mostly the same as in Section A.2. We consider parameter dependent ODE systems $\dot{x} = f(x, \alpha)$ with $x \in \mathbb{R}^n$, but only 1-dimensional parameter spaces with $\alpha \in \mathbb{R}$. A solution of the fixed point equation $f(x, \alpha) = 0$ is a smooth curve $x^0 = x^0(\alpha) \in \mathbb{R}^{n+1}$ and the eigenvalues $\lambda_i(\alpha)$ of the Jacobian matrix $f_x(x^0(\alpha))$ depend continuously on the parameter $\alpha$. Thus, as long as $x^0(\alpha)$ is hyperbolic it remains hyperbolic under small parameter perturbations.

However, when a parameter exceeds a critical value, there are generically two possibilities by which $x^0(\alpha)$ may become nonhyperbolic: First, the Jacobian matrix $f_x(x^0(\alpha))$ has a simple real zero eigenvalue $\lambda_1 = 0$ at the critical parameter value or second, a simple pair of complex conjugated eigenvalues approaches the imaginary axis, i.e. $\lambda_{1/2} = \pm i\omega$, $\omega \geq 0$. In the former case, a saddle-node bifurcation takes place while the latter corresponds to a Hopf bifurcation.

**saddle-node bifurcation**

The saddle-node bifurcation, also known as tangent or fold bifurcation, describes the appearance and disappearance of a pair of equilibrium points as a critical parameter value is passed (Fig. A.6). The standard form of an ODE system exhibiting a saddle-node bifurcation is given by

$$\dot{x} = \alpha - x^2 \equiv f(x, \alpha), \quad (x, \alpha) \in \mathbb{R} \times \mathbb{R} \quad (A.16)$$

which satisfies the two nondegeneracy conditions

$$f_{xx}(0, 0) \neq 0 \quad f_{\alpha} \neq 0. \quad (A.17)$$
A. Dynamical Systems and Bifurcation Theory in a Nutshell

The ODE system (A.16) can be thought of as the restricted flow of a $n$-dimensional system to its one-dimensional center manifold.

At $\alpha = 0$, the ODE A.16 has a nonhyperbolic fixed point $x^0 = 0$ with eigenvalue $\lambda = f_x(0, 0) = 0$. For $\alpha < 0$, there is no solution of the fixed point equation $f(x, \alpha) = 0$ and hence, no fixed point while for $\alpha > 0$, there are two stationary points: a saddle (dashed line) and a node (solid line). The arrows in Fig. A.6 show the direction of the one-dimensional flow. Note that in higher dimensional systems with $n \geq 2$ both of the bifurcating equilibria can be of saddle-type if the number of their unstable directions differs by one.

**Hopf bifurcation**

The standard form of the Hopf bifurcation is given by the two-dimensional ODE system:

\[
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} = \begin{pmatrix}
\alpha & -\omega \\
\omega & \alpha
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix} - \begin{pmatrix}
x^2 + y^2
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix}
\] (A.18)

which has a simple pair of complex conjugate eigenvalues $\lambda_{1/2} = \pm i \omega$ at $(x, y, \alpha) = (0, 0, 0)$. For $\alpha < 0$, there is only a stable focus (solid line) which becomes unstable for $\alpha > 0$ (Fig. A.6b). At the same time, a stable periodic solution emerges and coexists with an unstable focus (dashed line). Directly at the bifurcation point, the fixed point remains stable, but the rate of convergence is not exponentially anymore.

The Hopf bifurcation shown in Fig. A.6b is called supercritical since the emerging limit cycle is stable. In general, the stability of the bifurcating cycle is determined by the first Liapunov coefficient which must not vanish for a Hopf bifurcation to occur. This coefficient is given by a certain combination of second- and third order derivatives of the vector field evaluated at the bifurcation point (cf. Chapter 3 in [76]). If the Liapunov coefficient is negative, the bifurcating cycle is stable. Otherwise, the sign in front of the nonlinear term in (A.18) is reversed from ‘−’ to ‘+’ and the new born periodic solution is unstable and bifurcates to the left where $\alpha < 0$. In this case, the Hopf bifurcation is called subcritical.

The existence of the limit cycle is guaranteed only for sufficiently small parameter values in the neighborhood of the bifurcation point. What ‘sufficient’ means, depends on the system under consideration. In particular, the nonlinear terms beyond the third order determine the fate of the limit cycle far away from the bifurcation point.

**A.3.2. Bifurcations of limit cycles**

We give a survey of the three generic local bifurcations that a limit cycle may undergo as one-parameter is continuously varied. As we pointed out earlier, the analysis of the local changes in the phase flow near a periodic orbit can be reduced to a local analysis of the associated Poincaré map (cf. Fig. A.3), i.e. to a discrete-time system. In order to discuss the topological changes in the proximity of the bifurcation point, we show representative phase portraits directly at as well as slightly above and below the bifurcation point together with the reduced dynamics on a suitable Poincaré section (Fig. A.7). The
Figure A.7.: Generic one-parameter bifurcations of limit cycles: saddle-node (a), period doubling (b) and Neimark-Sacker bifurcation (c).
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definition of ‘above’ and ‘below’ the bifurcation point is somewhat arbitrary as long as
the explicit expressions for the corresponding normal form mappings are not taken into
account. However, we shall give here only a qualitative description of the corresponding
bifurcation phenomena without explicit reference to a particular normal form.

In the following, we describe the saddle-node, the period doubling and the Neimark-
Sacker bifurcation for limit cycles in a 3-dimensional phase space. Thus, the associated
Poincaré map has two multipliers that determine the stability of its fixed points and
thereby the stability of the corresponding cycles. A fixed point of the Poincaré map
becomes nonhyperbolic if one of the multipliers lies on the unit circle in the complex
plane, i.e. \(|\mu| = 1\). Generically, there are three possibilities how a multiplier can cross the
unit circle as one-parameter is varied and all possibilities lead to topologically different
scenarios.

**Saddle-node bifurcation of periodic orbits (SNP)**

Assume that the linearized Poincaré map has a simple multiplier \(\mu_1 = 1\) at \(\alpha = 0\)
while the other multiplier satisfies \(0 < \mu_2 < 1\), then a saddle-node bifurcation takes
place where, this time, a pair of periodic orbits is created and annihilated as \(\alpha\) passes
through zero (Fig. A.7a). For \(\alpha > 0\), there are two limit cycles, a stable and an unstable
one. They merge at \(\alpha = 0\) and disappear for \(\alpha < 0\). The corresponding Poincaré maps
show a node coexisting with a saddle \((\alpha > 0)\), a nonhyperbolic fixed point \((\alpha = 0)\) and
no fixed point at all \((\alpha < 0)\). In phase space dimensions \(n \geq 3\), both of the merging
limit cycles can also be of saddle-type if the number of their unstable directions differs
by one.

**Period doubling bifurcation**

Assume that the linearized Poincaré map has a simple multiplier \(\mu_1 = -1\) at \(\alpha = 0\) while
the other multiplier satisfies \(-1 < \mu_2 < 0\), then a period doubling (or flip) bifurcation
takes place where a stable limit cycle, existing for \(\alpha < 0\), loses its stability and coexists
for \(\alpha > 0\) with a newly emerged stable limit cycle \(C_2\) having approximately twice the
period of the primary periodic orbit (Fig. A.7b). The associated Poincaré map \(P_\alpha\) has
one stable fixed point for \(\alpha < 0\) which becomes unstable for \(\alpha > 0\) where the period-2
cycle \(C_2\) is stable instead. On the transversal cross section, the period-2 cycle consists of
two points which are mapped into each other under the application of \(P_\alpha\), i.e. \(p_1 = P_\alpha p_2\)
and \(p_2 = P_\alpha p_1\). In particular, each of the two points is a fixed point of the second iterate
of the Poincaré map, i.e. \(p_1 = P_\alpha^2 p_1\) and \(p_2 = P_\alpha^2 p_2\) where \(P_\alpha^2 \equiv P_\alpha \circ P_\alpha\).

**Neimark-Sacker bifurcation**

Here we consider the case that the linearized Poincaré map has a simple pair of complex
conjugate eigenvalues \(\mu_{\pm} = e^{\pm i \theta}\) located at the unit circle (Fig. A.7c). If the multipliers
are away from strong resonances defined by \(e^{i k \theta} = 1\) for \(k = 1, 2, 3, 4\) (cf. [9]), the
Poincaré map has a two-dimensional invariant manifold on which a closed invariant
curve bifurcates from the stable fixed point as \(\alpha\) passes through zero while the fixed
point becomes unstable for \( \alpha < 0 \). The closed invariant curve on the Poincaré section corresponds to a 2-torus \( T_2 \) of the original ODE system.

The orbit structure on the torus is basically determined by the properties of a one-dimensional map on the invariant circle. In particular, fixed points and cycles of the circle map correspond to periodic orbits on the torus which always come in pairs of alternating stability. The periodic orbits emerge and disappear in pairs via saddle-node bifurcations as one parameter is varied. Outside these parameter windows, the torus is densely covered by a quasi-periodic orbit.

### A.4. Local bifurcations in two-parameter families

We have shown that along branches of one-parameter equilibrium curves \( x^0(\alpha) \), a bifurcation may occur at those points \( (x^0, \alpha^0) \) where a simple real or a simple pair of complex conjugate eigenvalues of the Jacobian matrix approach the imaginary axis provided some nondegeneracy conditions such as (A.17) are simultaneously satisfied.

Now, assume that there are two parameters in the system: \( \beta_1 \) and \( \beta_2 \). In this case, codimension one bifurcations will generically occur along curves in the two-parameter plane as long as the relevant bifurcation and nondegeneracy conditions are still fulfilled. However, if one of these conditions is violated at some point along the codimension one bifurcation curve, a codimension two bifurcation takes place and one may expect topologically nonequivalent phase portraits for nearby parameter values. Thus, branches of codimension one bifurcations originate in codimension two bifurcation points which, therefore, act as organizing centers for the former. In fact, this is a general feature of higher codimension bifurcation points.

In the remainder of the Section, we shall consider the following three cases leading to topologically distinct codimension two bifurcations in ODE systems:

1. Together with a simple real eigenvalue \( \lambda = 0 \), the first of the nondegeneracy conditions in (A.17) \( f_{xx}(0,0) \neq 0 \) does not hold anymore in which case higher order terms beyond the quadratic term are needed to unfold the singularity at \( (0,0) \). Accordingly, the normal form of the fold bifurcation (A.16) is replaced by a two-parameter family of one-dimensional ODEs exhibiting a cusp bifurcation.

2. Together with a simple real eigenvalue \( \lambda_1 = 0 \), a second simple real eigenvalue \( \lambda_2 = 0 \) also approaches the imaginary axis in which case the center manifold becomes two-dimensional and a Bogdanov-Takens bifurcation takes place.

3. Finally, we consider the case that the first Liapunov coefficient vanishes along a Hopf bifurcation curve in which case higher order terms beyond the third order are needed in (A.18) to unfold the Hopf bifurcation. The corresponding codimension two bifurcation is called a generalized Hopf or Bautin bifurcation.
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A.4.1. Cusp bifurcation

The minimal phase space dimension for a cusp bifurcation to occur is one. The corresponding normal form is given by

$$\dot{x} = \beta_1 + \beta_2 x - x^3 \equiv f(x, \beta_1, \beta_2), \quad x \in \mathbb{R}, \ (\beta_1, \beta_2) \in \mathbb{R}^2. \quad (A.19)$$

The zeros of the vector field $f$ define the equilibrium manifold

$$M = \{(x, \beta_1, \beta_2) : \beta_1 + \beta_2 x - x^3 = 0\}$$

which is shown in Fig. A.8a. For $\beta_2 < 0$, there is a curve (bold line) on $M$ whose projection onto the $(\beta_1, \beta_2)$-plane yields the semicubic parabola

$$SN = \{ (\beta_1, \beta_2) : 4\beta_2^3 + 27\beta_1^2 = 0 \}$$

along which saddle-node bifurcations take place (Fig. A.8b). The two branches of the semicubic parabola meet in a cusp singularity at $(\beta_1, \beta_2) = (0, 0)$. The section along the dotted line in Fig. A.8b is shown in Fig. A.8c where the S-shaped equilibrium curve becomes apparent which is typical for bistable systems. In the wedge-shaped region I of Fig. A.8b, two stable and one unstable fixed point coexist while in region II there is only one stable fixed point. Along the two branches $SN_1$ and $SN_2$ in Fig. A.8b, one stable and one unstable fixed point disappear via a fold bifurcation.

A.4.2. Bogdanov-Takens bifurcation

Here we shall only give a qualitative description of the phase portraits near the Bogdanov-Takens point $(\beta_1, \beta_2) = (0, 0)$ (Fig. A.9a). There are no equilibria in region I. As region II is entered passing the curve $SN_2$, a saddle and a stable node are created by a saddle-node bifurcation. Then the node turns into a focus which does not correspond to a bifurcation. Subsequently, the focus loses stability via a supercritical Hopf bifurcation as region III is entered along H and a stable limit cycle emerges. As one moves inside region III towards HC, the limit cycle grows until it ‘merges’ with the the saddle that was created at $SN_2$ and hence, it becomes a homoclinic orbit by which the limit cycle vanishes as region IV is entered. In region IV a saddle coexists with an unstable focus which turns into a node before it disappears together with the saddle along the second branch $SN_1$ of saddle-node bifurcations.

The transition from region III into region IV corresponds to a global bifurcation (cf. Sec. A.5) which can not be detected by merely investigating the neighborhood of a fixed point since the homoclinic orbit forms as a result of the intersection of the global stable and unstable manifolds of the saddle-point and thus, involves global aspects of the flow far away from the fixed point. This is a nice example how the local analysis of higher codimension bifurcations may provide information about global bifurcations in the system.
A.4.3. Bautin bifurcation

Similar to the Bogdanov-Takens bifurcation, we shall restrict to a qualitative discussion of the changes in the local phase portraits as one moves around the Bautin bifurcation point \((\beta_1, \beta_2) = (0, 0)\) (Fig. A.9b). In region I, there is only one stable focus. It becomes unstable as region II is entered while crossing the curve H where a stable limit cycle emerges via a supercritical Hopf bifurcation. This limit cycle persists as region III is entered crossing the branch SH where an additional unstable limit cycle is created inside the first one while the unstable focus regains its stability. Both limit cycles merge along the curve SNP in a saddle-node bifurcation (cf. A.3) leaving the stable focus as the only attractor in region I.

The stability of the newborn limit cycles is determined by the first Liapunov coefficient. It is negative along H where supercritical Hopf bifurcations take place while it is positive along SH where subcritical Hopf bifurcations occur (cf. [76]).

Figure A.8.: The cusp bifurcation: \(M\) is the equilibrium manifold in the direct product space \(\mathbb{R} \times \mathbb{R}^2\) (a). The other two images show different projections of \(M\) onto the parameter plane (b) and the \(x-\beta_1\)-plane (c) which is taken along the dotted line in (b). Region I exhibits bistability (c) while in Region II there is only one stable equilibrium. \(SN_i\) denote curves along which saddle-node bifurcations occur.
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![Figure A.9: Bogdanov-Takens (a) and Bautin bifurcation (b). Symbols denote: H – supercritical Hopf bifurcation, SH – subcritical Hopf bifurcation, SN₁ – saddle-node bifurcation of fixed point, SNP – saddle-node bifurcation of periodic orbits, HC – saddle homoclinic bifurcation.](image)

### A.5. Global bifurcations

So far we have considered bifurcations that can be detected by a local analysis, i.e. by studying the linearized flow in the neighborhood of a fixed point (eq. A.6) or a limit cycle. In contrast, global bifurcations are often associated with homoclinic orbits and thus, involve the global behavior of stable and unstable manifolds of fixed points and limit cycles which, in general, cannot be investigated by a local analysis. Note, however, that we have already encountered an example where the local analysis of a codimension two bifurcation (the Bogdanov-Takens bifurcation in Section A.4) led to the prediction of a global bifurcation.

In the remainder of this Section, we shall discuss two global one-parameter bifurcations: the saddle homoclinic bifurcation and the saddle-node homoclinic bifurcation. While the former involves a homoclinic orbit to a hyperbolic fixed point, the latter one is associated with a nonhyperbolic fixed point. The minimal phase space dimension for both bifurcations to occur is two.

#### A.5.1. Saddle homoclinic bifurcation

The saddle homoclinic bifurcation is completely characterized by the Andronov-Leontovich theorem (cf. [76]). Here, one considers a 2-dimensional ODE system of the form:

\[ \dot{x} = f(x, \alpha), \quad x \in \mathbb{R}^2, \alpha \in \mathbb{R} \quad (A.20) \]
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\[ \begin{align*}
\alpha > 0 & \quad \alpha = 0 & \alpha < 0 \\
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{a}
\end{array} & \\
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{b}
\end{array} & \\
\end{align*} \]

Figure A.10: Saddle homoclinic bifurcation (a) and saddle-node homoclinic bifurcation (b): Both are global bifurcations that involve a homoclinic orbit \( \Gamma \) to a hyperbolic (a) or a nonhyperbolic fixed point (b) while periodic orbits \( C \) exist for nearby parameter values. \( N \) and \( S \) denote a node and a saddle equilibrium point, respectively.

which at \( \alpha = 0 \) has a saddle equilibrium \( S \) at \( x^0 = 0 \) with nonvanishing eigenvalues \( \lambda_1(0) < 0 < \lambda_2(0) \). In addition, the existence of a homoclinic orbit \( \Gamma \) (as in Fig. A.10a for \( \alpha = 0 \)) has to be assumed. So the theorem does not prove the existence of a homoclinic orbit. It ‘merely’ describes what happens to this orbit under small perturbations.

First of all, it is clear that the homoclinic orbit \( \Gamma \) in Fig. A.10a is not a structurally stable object since one part of the saddle’s unstable manifold has to bend in such a way that it exactly coincides with one part of its stable manifold. However, the interesting result of the Andronov-Leontovich theorem is the forecast about the existence of a periodic orbit \( C \) for certain perturbations of the homoclinic orbit which is schematically represented in Fig. A.10a for \( \alpha < 0 \). If the perturbation is applied in the other direction (\( \alpha > 0 \)), the homoclinic orbit simply disappears. The stability of the cycle \( C \) in the case \( \alpha < 0 \) is determined by the so-called saddle quantity \( \sigma = \lambda_1(0) + \lambda_2(0) \). If \( \sigma < 0 \) the cycle is stable and vice versa.

A frequently observed scenario is the following (see the Bogdanov-Takens bifurcation in Section A.4): A limit cycle is born in a Hopf bifurcation and coexists with a saddle equilibrium which is already present. As the bifurcation parameter increases from the Hopf bifurcation value, the limit cycle grows in magnitude until it merges with the saddle equilibrium in a homoclinic orbit and henceforth vanishes.
A.5.2. Saddle-node homoclinic bifurcation

The saddle-node homoclinic bifurcation (also known as saddle-loop homoclinic or saddle-node on invariant circle bifurcation) actually involves two events: A local saddle-node bifurcation and the sudden appearance of a stable limit cycle solution after the two equilibria have disappeared. The novel feature of this bifurcation is that the saddle-node bifurcation occurs directly on the limit cycle (Fig. A.10b).

At \( \alpha < 0 \), a saddle \( S \) and a node \( N \) are located on an invariant circle which is formed by the two fixed points and the unstable manifold of the saddle which coincides with the one part of the stable manifold of the node. At \( \alpha = 0 \), the saddle and the node merge in a saddle-node bifurcation leaving a nonhyperbolic fixed point together with a homoclinic orbit \( \Gamma \). The union of these two sets now constitutes the invariant circle. Small perturbations towards \( \alpha > 0 \) cause the homoclinic orbit and the nonhyperbolic fixed point to vanish, but leave the stable limit cycle \( C \) instead.
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The numerical simulations for the hemin and the PO system in Appendix C were performed with the freely available software package XPPAUT [83]. Due to the stiffness of the corresponding ODE systems, the ‘STIFF’ integration routine [83, 84] was chosen with a tolerance of $10^{-5}$ to ensure numerical stability. For the computation of the one and two-parameter bifurcation diagrams, we used the continuation routines of AUTO which are integrated in the XPPAUT environment as well as two other freely available continuation packages: Content [85] and MatCont [86]. While the AUTO routines are very robust and reliable for the computation of codimension one bifurcations, the other two packages have some advantages for the computation of codimension two bifurcation points since they make use of symbolic algebra packages to compute analytical expressions for the derivatives of the vector field on the right hand side of an ODE system up to the fourth order. The higher order derivatives are required for the detection of certain codimension two bifurcation points such as the generalized Hopf bifurcation [76] and the computation of normal form coefficients. In addition, Content and MatCont allow for an easy monitoring of eigenvalues and multipliers along branches of stationary and oscillatory solutions, respectively.

In the next Section, we shortly introduce the method of numerical continuation which was frequently used throughout this work to obtain most of the presented bifurcation diagrams. The Chapter is concluded by two short Sections containing the necessary technical details to set up the numerical simulations for the hemin and the PO system.

B.1. The method of numerical continuation

We shall give a rather informal introduction to the basic concepts underlying the method of numerical continuation. A more elaborate presentation can be found in Chapter 10 of the textbook by Kuznetsov [76]. Many of the examples given there can be directly implemented as algorithms.

The numerical continuation method is a tool for studying the parameter dependence of invariant sets of a dynamical system as well as their bifurcations. As a result, a bifurcation diagram is obtained showing the possible asymptotic behavior of typical trajectories in the parameter regions of interest. The mathematical basis for the numerical continuation methods is bifurcation theory (see Appendix A). It is frequently utilized where analytical computations fail or are too intricate, i.e. basically in all cases of practical relevance.
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In the following, we consider a parameter dependent family of ODE systems

\[ \dot{x} = f(x, \alpha) \quad x \in M \subset \mathbb{R}^n, \quad \alpha \in N \subset \mathbb{R}^2, \quad f : M \times N \to \mathbb{R}^n \tag{B.1} \]

where, for convenience, we assume that the parameter space is at most two-dimensional. However, this is not a severe restriction because the bifurcation theory for families of ODE systems involving more than two parameters is only poorly developed. So, from theoretical grounds, it is not clear what typical dynamical changes are to be expected under such circumstances which clearly hampers, for example, the interpretation of experimental results.

The numerical continuation is started from a known or at least approximately known invariant set at a particular point in parameter space. The most commonly used starting point is a stationary state, but in some cases may also be a limit cycle or a homoclinic orbit of the ODE system (B.1). Therefore, one has to compute these sets either analytically or numerically. For example, the fixed points of the ODE system are associated with the singular points of the vector field \( f \); the latter are solutions of the (generally nonlinear) algebraic equation system:

\[ f(x, \alpha) = 0 \tag{B.2} \]

for which solutions \( x^0(\alpha) \) are rarely found explicitly.

The first strategy to locate at least one of the stable fixed points of an ODE system consists in a straightforward numerical integration of the equations (B.1). To this purpose, one has to choose the initial condition such that the ODE system (B.1) has a fixed point at the corresponding parameter value and the initial point belongs to the basin of attraction of the desired fixed point. A second strategy would be to use some form of the Newton iteration scheme, i.e.

\[ x^{(i+1)} = x^{(i)} - f_x^{-1}(x^{(i)}) f(x^{(i)}), \quad i = 0, 1, \ldots \tag{B.3} \]

which converges to the desired fixed point provided the iteration is started close enough to that point and the Jacobian \( f_x \) has no zero eigenvalue there, i.e. the fixed point is hyperbolic.

The location of limit cycle solutions of the ODE system (B.1) is a more intricate task. If the cycle has no unstable direction, it can be equally found by a straightforward numerical integration provided the parameter and the initial point are chosen appropriately. Otherwise, one relies again on iteration schemes which now are formulated as boundary value problems due to the periodicity of the desired solution. In addition, one has to provide a phase condition to single out a particular periodic solution. This becomes necessary due to the phase invariance of a limit cycle, i.e. every phase-shifted solution is again a periodic solution with the same period.

The most difficult task, however, is to begin the numerical continuation from a homoclinic orbit since it is usually known only approximately; for example in terms of a nearby located limit cycle having a very long period (cf. Sec. A.5). Another possibility is to start a homoclinic continuation from a codimension two bifurcation point such as a Bogdanov-Takens point (cf. Sec. A.4).
Finally, we discuss a typical continuation strategy starting from a stationary state as it was done throughout this thesis. First, we note that the equation system (B.2) consists of \( n \) equations for the \( n+1 \) variables \((x, \alpha) \in \mathbb{R}^n \times \mathbb{R}\), thus defining generically (i.e. under some regularity conditions for the vector field \( f \)) a smooth curve \( x^0(\alpha) \) in \( \mathbb{R}^{n+1} \) which describes the dependence of the equilibrium state on the parameter. Beginning with the starting point, the continuation program uses a predictor-corrector algorithm to locate the next point along the curve \( x^0(\alpha) \) and determines its local stability by examining the eigenvalues of the Jacobian matrix. In addition, certain test functions are used to check the occurrence of a particular bifurcation (see Chapter 10 in [76] for details).

From Section A.3 we already know that there are only two generic bifurcations that can be encountered along an equilibrium curve: a saddle-node and a Hopf bifurcation. There are now several possibilities for a further investigation.

If a saddle-node is found, one may simply continue the equilibrium branch or start a new continuation from the saddle-node point using a second parameter of the system. The latter procedure yields a curve in the two-parameter plane along which saddle-node bifurcations occur. Generically, this saddle-node curve meets with a second saddle-node curve in a cusp singularity which is a codimension two bifurcation point.

If, on the other hand, a Hopf bifurcation is encountered along the primary equilibrium curve, one may equally continue this curve (which then consists of unstable equilibrium points after the Hopf bifurcation) or switch to the new branch of periodic solutions which emanates from the Hopf bifurcation point. In the course of traversing the periodic branch, one may now observe three generic bifurcations: The saddle-node, the period doubling and the torus or Neimark-Sacker bifurcation (cf. Sec. A.3). All of these codimension one bifurcations may be continued in a second parameter of the system which leads to a refined partition of the two-parameter plane into regions where different types of complex oscillatory behavior is present.

In addition, one may encounter other codimension two bifurcation points along two-parameter bifurcation curves such as the generalized Hopf or Bautin bifurcation when traversing a branch of Hopf bifurcations. Similarly, on a branch of saddle-node bifurcations of fixed points, a Bogdanov-Takens bifurcation may occur (for details see Sec. A.4).

### B.2. Parameters and settings in the hemin system

The rate constants that were used for the simulations of the ODE system (1.2) and all its derived versions are listed in Table B.1. The variables \( x_1, \ldots, x_6 \) were rescaled such that the maximal amplitude of the new variables becomes of order unity. In particular, we set

\[
\begin{align*}
x_1' &= 10^4 \cdot M^{-1} x_1 & x_4' &= 10^4 \cdot M^{-1} x_4 \\
x_2' &= 10^2 \cdot M^{-1} x_2 & x_5' &= 10^4 \cdot M^{-1} x_5 \\
x_3' &= 10^4 \cdot M^{-1} x_3 & x_6' &= 10^4 \cdot M^{-1} x_6.
\end{align*}
\]

The method of numerical continuation (see Sec. B.1) was used for the hemin system to compare the original as well as the reduced ODE system according to their local
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Table B.1.: Rate constants (at 25°C) and inflow stream concentrations used for the numerical investigations of the hemin system. The flow rate \( k_0 \) was varied between \( 1 \cdot 10^{-4}s^{-1} \) and \( 4.5 \cdot 10^{-4}s^{-1} \).

| \( k_1 \) & \( 0.2 \) \( M^{-1} \cdot s^{-1} \) & \( k_2 \) & \( 1.5 \) \( M^{-1} \cdot s^{-1} \) & \( k_3 \) & \( 8.5 \cdot 10^{6} \) \( M^{-2} \cdot s^{-1} \) & \( k_4 \) & \( 1000 \) \( s^{-1} \) |
|---|---|---|---|---|---|---|---|
| \( k_5 \) & \( 10^{10} \) \( M^{-1} \cdot s^{-1} \) & \( k_6 \) & \( 0.011 \) \( s^{-1} \) & \( k_7 \) & \( 2.5 \cdot 10^{4} \) \( M^{-1} \cdot s^{-1} \) & \( k_8 \) & \( 1.9 \cdot 10^{-4} \) \( s^{-1} \) |
| \( x_1^0 \) & \( 0.025 \) \( M \) & \( x_2^0 \) & \( 0.045 \) \( M \) & \( x_4^0 \) & \( 2.2 \cdot 10^{-4} \) \( M \) & \( x_5^0 \) & \( 3 \cdot 10^{-4} \) \( M \) |

Continuation calculations were always started from a stable fixed point, which we obtained by direct numerical integration of the corresponding ODE system. The parameter region, where the stable fixed point is reached, has to be tested in several runs. We found \( k_0 = 1 \cdot 10^{-4}s^{-1} \) to be a suitable starting value.

The two principal bifurcation parameters in the hemin system are the flow rate \( k_0 \) and the decay rate \( k_8 \) of hemin which are both simple rate constants having the dimension \( s^{-1} \). Their order of magnitude is \( 10^{-4} \). Thus, whenever we present numerical values of any of the two parameters, they are to be understood in units of \( 10^{-4} \cdot s^{-1} \). For example, in the ODE system (3.20), we found a subcritical Hopf bifurcation at \( (k_0, k_8) = (1.6461 \cdot 10^{-4}s^{-1}, 2.5 \cdot 10^{-4}s^{-1}) \) which due to our convention would simply be denoted as \( (k_0, k_8) = (1.6461, 2.5) \).

B.3. Parameters and settings in the PO system

For the numerical simulations of the PO system, we used the BFSO model proposed by Bronnikova et. al. [87]. The underlying reaction mechanism, the components of the reaction rate vector \( R \) as well as the numerical values of the corresponding rate constants are listed in Table B.2. \( \text{Per}^{n+} \) denotes the different oxidation states of the enzyme peroxidase while col, colII and colIII are synonyms for \( \text{Per}^{5+} \), \( \text{Per}^{4+} \) and \( \text{Per}^{6+} \), respectively.

In order to obtain a quantitative picture of the asymptotic states in the PO system, we computed bifurcation diagrams by direct numerical integration of the ODE system (C.1) in dependence on the inflow rate \( k_{12} \) of NADH in the parameter range \( k_{12} = 1.1 \cdot 10^{-7}\text{Ms}^{-1} \ldots 1.345 \cdot 10^{-7}\text{Ms}^{-1} \). For each parameter value, we discarded a transient of 35000 time steps and recorded the successive maxima of the peroxidase compound III (colIII) concentration over the next 15000 time steps. The run for the first parameter value of each simulation was always started from fixed initial conditions. For subsequent runs of the same simulation, but for other parameter values, the final concentrations of the preceding run were used as new initial conditions. By this procedure, it is possible to monitor the changes in the asymptotic states as a parameter is almost continuously varied provided the parameter step size is suitably adapted. For the computation of Fig. C.2, we used a step size of \( 10^{-3} \).
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Table B.2.: Detailed (BFSO) model of the peroxidase-oxidase reaction [87] \(^a\)

<table>
<thead>
<tr>
<th>reaction</th>
<th>(R_i)</th>
<th>rate constants (k_i)</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) (NADH + O_2 + H^+ \rightarrow NAD^+ + H_2O_2)</td>
<td>(k_1[NADH][O_2])</td>
<td>3.0 (^b)</td>
<td></td>
</tr>
<tr>
<td>(2) (H_2O_2 + Per^{3+} \rightarrow col + H_2O)</td>
<td>(k_2[H_2O_2][Per^{3+}])</td>
<td>1.8 (\cdot 10^7) (^b)</td>
<td></td>
</tr>
<tr>
<td>(3) (col + NADH \rightarrow coII + NAD^+)</td>
<td>(k_3[coI][NADH])</td>
<td>4.0 (\cdot 10^4) (^b)</td>
<td></td>
</tr>
<tr>
<td>(4) (coII + NADH \rightarrow Per^{3+} + NAD^+)</td>
<td>(k_4[coII][NADH])</td>
<td>2.6 (\cdot 10^4) (^b)</td>
<td></td>
</tr>
<tr>
<td>(5) (NAD^+ + O_2 \rightarrow NAD^+ + O_2)</td>
<td>(k_5[NAD^+][O_2])</td>
<td>2.0 (\cdot 10^7) (^b)</td>
<td></td>
</tr>
<tr>
<td>(6) (O_2^+ + Per^{3+} \rightarrow coIII)</td>
<td>(k_6[O_2^+][Per^{3+}])</td>
<td>1.7 (\cdot 10^7) (^b)</td>
<td></td>
</tr>
<tr>
<td>(7) (2O_2^+ + 2H^+ \rightarrow H_2O_2 + O_2)</td>
<td>(k_7[O_2^+]^2)</td>
<td>5.0 (\cdot 10^6) (^b)</td>
<td></td>
</tr>
<tr>
<td>(8) (2NAD^+ \rightarrow col + NAD^+)</td>
<td>(k_8[coIII][NAD^+])</td>
<td>1.35 (\cdot 10^8) (^b)</td>
<td></td>
</tr>
<tr>
<td>(9) (2NAD^+ \rightarrow NAD_2)</td>
<td>(k_9[NAD^+]^2)</td>
<td>5.6 (\cdot 10^7) (^b)</td>
<td></td>
</tr>
<tr>
<td>(10) (Per^{3+} + NAD^+ \rightarrow Per^{2+} + NAD^+)</td>
<td>(k_{10}[Per^{3+}][NAD^+])</td>
<td>1.8 (\cdot 10^6) (^b)</td>
<td></td>
</tr>
<tr>
<td>(11) (Per^{2+} + O_2 \rightarrow coIII)</td>
<td>(k_{11}[Per^{2+}][O_2])</td>
<td>1.0 (\cdot 10^5) (^b)</td>
<td></td>
</tr>
<tr>
<td>(12) (\rightarrow NADH)</td>
<td>(k_{12})</td>
<td>variable (^c)</td>
<td></td>
</tr>
<tr>
<td>(13) (O_2(gas) \rightarrow O_2(liquid))</td>
<td>(k_{13}[O_2]_{eq})</td>
<td>6.0 (\cdot 10^{-3}) (^d,e)</td>
<td></td>
</tr>
<tr>
<td>((-13) O_2(liquid) \rightarrow O_2(gas))</td>
<td>(k_{-13}[O_2])</td>
<td>6.0 (\cdot 10^{-3}) (^d)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Rate constants are taken from [13]. \(^b\) In \(\text{M}^{-1}\text{s}^{-1}\). \(^c\) between \(1.1 \cdot 10^{-7}\) and \(1.345 \cdot 10^{-7}\) \(\text{Ms}^{-1}\). \(^d\) In \(\text{s}^{-1}\). \(^e\) The value of \([O_2]_{eq}\) is \(1.2 \cdot 10^{-5}\) \(\text{M}\). \(^f\) The concentrations of \(H^+\) are taken to be constant and absorbed into the rate constants \(k_i\), since the reaction system runs in a buffer solution at \(pH\) 6.3

For the interpretation of the resulting bifurcation diagrams, one has to keep in mind that they are topologically equivalent to a Poincaré map where the cutting section in the extended ‘phase space’ (which is the usual phase space of concentrations augmented by 1 dimension for the time direction) corresponds to the time points at which the trajectory of one of the phase space variables (in our case coII) exhibits a maximum. Thus, limit cycles manifest themselves as fixed points, period-2 cycles as period-2 points, tori as closed invariant loops, etc.
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In Part I of the thesis, we have introduced the method of quasi-integrals as an algorithmic procedure which can be applied in a straightforward manner to any kind of reaction network modeled by ODE systems of the form (3.21). The method was exemplified with the hemin system where we have found one quasi-integral. However, the existence of this quasi-integral is not too surprising since it is associated with one of the reversible reaction steps in the reaction mechanism (1.1), namely with

$$SO_3^{2−} + H^+ \overset{k_3,k_4}{\rightleftharpoons} HSO_3^−.$$

On the other hand, the existence of the aforementioned quasi-integral is not trivial since the second equilibrium reaction in (1.1)

$$A^+ \overset{k_6,k_7}{\rightleftharpoons} A + H^+$$

does not define a quasi-stationary manifold.

In order to demonstrate the fairly wide applicability of the method of quasi-integrals, we additionally investigate the reaction mechanism of the peroxidase – oxidase (PO) system which, in contrast to the hemin system, is entirely composed of irreversible reaction steps. Nevertheless, we shall identify three possible candidates for quasi-stationary manifolds. While two of them lead to reduced systems whose dynamics is in acceptable quantitative agreement with the original system, the third candidate poses an example where the dynamics of the reduced system shows only the qualitative features of the original system.

The PO reaction is the prototypical example of an oscillatory enzyme system (for a review see [88]). Considerable experimental efforts have been devoted to identify the individual reaction steps taking part in this reaction system [89]. In parallel, a series of theoretical investigations aimed at reproducing the observed type of dynamics in numerical simulations [90].

The starting point of our analysis is a reaction mechanism proposed by Bronnikova, Fed’kina, Schaffer and Olsen [87] (Table B.2) which shows periodic mixed-mode oscillations as well as (homoclinic) chaos [13, 27]. It comprises 14 irreversible reaction steps and involves 10 species. By assuming mass-action kinetics, one can derive the following 10-dimensional ODE system:
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\[ \begin{aligned}
    \dot{x}_1 &= k_2 x_4 x_{10} - k_3 x_1 x_6 + k_8 x_3 x_5 \\
    \dot{x}_2 &= k_3 x_1 x_6 - k_4 x_2 x_6 \\
    \dot{x}_3 &= -k_8 x_3 x_5 + k_{11} x_7 x_9 + k_6 x_8 x_{10} \\
    \dot{x}_4 &= k_1 x_6 x_7 + k_7 x_8^2 - k_2 x_4 x_{10} \\
    \dot{x}_5 &= k_3 x_1 x_6 + k_4 x_2 x_6 - k_5 x_5 x_7 - k_8 x_3 x_5 - 2k_9 x_5^2 - k_{10} x_5 x_{10} \\
    \dot{x}_6 &= -k_1 x_6 x_7 - k_3 x_1 x_6 - k_4 x_2 x_6 + k_{12} \\
    \dot{x}_7 &= -k_1 x_6 x_7 - k_5 x_5 x_7 + k_7 x_8^2 - k_{11} x_7 x_9 - k_{-13} x_7 + k_{13} [O_2]_{eq} \\
    \dot{x}_8 &= k_5 x_5 x_7 - 2k_7 x_8^2 - k_6 x_8 x_{10} \\
    \dot{x}_9 &= k_{10} x_5 x_{10} - k_{11} x_7 x_9 \\
    \dot{x}_{10} &= -k_2 x_4 x_{10} + k_4 x_2 x_6 - k_6 x_8 x_{10} - k_{10} x_5 x_{10}.
\end{aligned} \]  

The parameter values for the simulations as well as the oxygen concentration \([O_2]_{eq}\) at equilibrium between the gas/liquid phase are taken from [13] (cf. Table B.2). We used zero initial values for all species except for \(x_{10}^0\), which was set to the total enzyme concentration of \(1.5 \cdot 10^{-4}\text{M}\). \(k_{12}\) (corresponding to the inflow rate of NADH) was used as a bifurcation parameter ranging between \(1.1 \cdot 10^{-7}\text{Ms}^{-1}\) and \(1.345 \cdot 10^{-7}\text{Ms}^{-1}\). The correspondence between phase space variables \(x_1 \ldots x_{10}\) and chemical species is as follows: \(x_1 \leftrightarrow \text{Per}^{5+}\) (or \(\text{co I}\)), \(x_2 \leftrightarrow \text{Per}^{4+}\) (or \(\text{co II}\)), \(x_3 \leftrightarrow \text{Per}^{6+}\) (or \(\text{co III}\)), \(x_4 \leftrightarrow \text{H}_2\text{O}_2\), \(x_5 \leftrightarrow \text{NAD}\), \(x_6 \leftrightarrow \text{NADH}\), \(x_7 \leftrightarrow \text{O}_2\), \(x_8 \leftrightarrow \text{O}_2^{-}\), \(x_9 \leftrightarrow \text{Per}^{2+}\) and \(x_{10} \leftrightarrow \text{Per}^{3+}\). The notation \(\text{Per}^{a+}\) stands for the different oxidation states of the enzyme peroxidase.

As in the case of the hemin system, we must take care that the chemical constraints, which are expressed by a non-maximal rank of the stoichiometric matrix, are properly taken into account, before the method of quasi-integrals is applied. For the PO system, the rank of the stoichiometric matrix associated with the ODE system (C.1) is 9. The consequential linear relationship between some of the chemical species can be taken as:

\[ x_9 = x_{10}^0 - x_{10} - x_3 - x_1 - x_2, \]  

which simply expresses the conservation of the total amount of enzyme peroxidase in time. Note that the reduction from 10 to 9 dimensions does not lead to any information loss due to (C.2) being an exact conservation relation. Therefore, we shall treat the 9- and 10-dimensional systems on an equal footing in the following.
Figure C.1.: Quasi-integrals in the peroxidase–oxidase system. There are three possible candidates for quasi-stationary manifolds given by \( I_{127} \) (a), \( I_{567} \) (b) and \( I_{34} \) (c). \( I_{12} \) (d) shows that it is sometimes not enough to balance only two reaction steps in order to find a quasi-integral: Compare with \( I_{127} \) (a).

In the PO system, there are three candidates for quasi-integrals which are shown in Figs. C.1a-c (cf. Table B.2 for the definition of the \( R_i \)):

\[
I_{127} = \frac{R_1 + R_7}{R_2} \sim 1 \quad \iff \quad x_4 \sim \frac{k_1 x_6 x_7 + k_7 x_3^2}{k_2 x_{10}} \tag{C.3}
\]

\[
I_{567} = \frac{R_5}{R_6 + 2R_7} \sim 1 \quad \iff \quad x_8 \sim -\frac{5k_6}{2 \left( \frac{k_7}{k_1} \right)^2} x_{10} + \sqrt{\frac{25}{4} \left( \frac{k_6}{k_7} x_{10} \right)^2 + \frac{1}{2} k_3 x_3 x_7}
\]

\[
I_{34} = \frac{R_3}{R_4} \sim 1 \quad \iff \quad x_2 \sim \frac{k_3}{k_4} x_1.
\]

We remark that the first two quasi-integrals in (C.3) are of the form (3.27) (both sides multiplied by \(-1\)), where we had to balance three terms in order to obtain approximately constant functions. In particular, Fig. C.1d shows that it is not enough to balance only
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$R_1$ with $R_2$, because there are time intervals where $I_{12}$ shows large deviations from the constant value 1.

The attractivity of the quasi-stationary manifolds in (C.3) is evident by direct calculation of the corresponding Jacobian matrices, and the application of the QSSA for $x_4$, $x_8$ and $x_2$ yields successively a 8-, 7- and finally the following 6-dimensional ODE system:

\[
\begin{align*}
\dot{x}_1 &= k_1 x_6 x_7 + k_7 x_8^2 - k_3 x_1 x_6 + k_8 x_3 x_5 \\
\dot{x}_3 &= k_6 x_10 x_8 - k_8 x_5 x_3 + k_{11} x_7 x_9 \\
\dot{x}_5 &= 2k_3 x_1 x_6 - k_5 x_5 x_7 - k_8 x_3 x_5 - 2k_9 x_6^2 - k_{10} x_5 x_{10} \\
\dot{x}_6 &= -k_1 x_6 x_7 - 2k_3 x_1 x_6 + k_{12} \\
\dot{x}_7 &= -k_1 x_6 x_7 - k_3 x_5 x_7 + k_7 x_8^2 - k_{11} x_7 x_9 - k_{13} x_7 + k_{13}[O_2]_{eq} \\
\dot{x}_{10} &= -k_1 x_6 x_7 - k_7 x_8^2 + k_3 x_1 x_6 - k_6 x_{10} x_8 - k_{10} x_5 x_{10}
\end{align*}
\]

where $x_8 = x_8(x_5, x_7, x_{10})$ in (C.4) is given as a function of $x_5$, $x_7$ and $x_{10}$ according to the second equation in (C.3).

Let us now address the most prominent dynamical changes that have been observed during the successive reduction from a 10-variable to a 6-variable reaction mechanism. To this purpose, we compare the dynamics of the reduced systems with that of the original one by calculating Poincaré maps of successive maxima of the coIII concentration as the NADH inflow rate $k_{12}$ is continuously varied (cf. Sec. B.3). This procedure yields local bifurcation diagrams which resemble those calculated in [27] due to a similar choice of parameter sets.

Figure C.2a shows the bifurcation scenario in the 10/9-dimensional system as it has already been investigated in [13]. Of particular interest are the mixed mode states $L^S$. (The notation $L^S$ denotes a periodic oscillatory state where one period consists of $L$ large and $S$ small amplitude oscillations.) The mixed mode states as well as the alternating periodic and chaotic windows are clearly preserved throughout the reduction procedure. The bifurcation scenarios for the reduced 8- and 7-dimensional systems (Figs. C.2b,c) even show a quantitative agreement with that of the original 10/9-dimensional system (Fig. C.2a).

It is only for the 6-dimensional system that we find quantitative deviations from the original dynamical behavior, since we observe a shift in the parameter space where the first chaotic and the subsequent mixed-mode states appear (Fig. C.2d). Moreover, the order of the MMOs is changed which might be caused by an increased resolution of the periodic windows between two chaotic states. In the 6-dimensional system, the periodic windows also contain Farey progressions of $L^S$ states with $S > 1$ which are either absent in the 10/9-, 8- and 7-dimensional systems or occur in too narrow parameter intervals to be resolved numerically.

The reason for the quantitative deviations of the 6-dimensional system from the original dynamical behaviour may be found in the temporarily large deviations (up to 30%) of the function $I_{14}$ in Fig. C.1c from the constant value 1. In contrast, the quasi-integrals $I_{127}$ and $I_{567}$ exhibit only small fluctuations around 1 of at most 10% (cf. Figs. C.1a,b).
Figure C.2.: Bifurcation diagrams showing the maxima of peroxidase compound III (coIII) concentration as the NADH inflow rate $k_{12}$ is varied: the original 10/9-dimensional system (a), the 8-dimensional system (using $I_{127} \sim 1$) (b), the 7-dimensional system (using $I_{567} \sim 1$) (c) and the 6-dimensional system (using $I_{34} \sim 1$) (d). The mixed-mode states as well as the alternating periodic and chaotic windows appear in all of the reduced systems (b,c,d), but at slightly different parameter values (d). The 6-dimensional reduced system exhibits Farey sequences of 1orders states with $S = 1, 2, 3, 4$ (d).
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